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The Digital Research Methods course, upon which this book is
based, has a particular working model and rhythm. The model and
rhythm are akin to a ‘sprint’, where participants undertake a research
project (encapsulated in each chapter of this book) in a single,
pressure-packed week. In a flipped classroom approach, the initial
tool training is video tutorial homework. Students are required to
watch the video tutorials which are software walkthroughs, a
common video genre on the web, and itself a digital method (Light,
2018). Subsequent hands-on training takes place through actual
project work in a lab setting, with moveable tables and laptops,
rather than in a ‘computer room’ or a tiered lecture hall.

Having read the chapter and viewed the tutorial, to kick off the lab
session, groups of students pitch project ideas, in the form of five
slides — introduction to subject matter, research questions, methods,
expected outcomes and ‘why is it interesting?’ The groups of
students (no more than four) work at the same table, and teachers
are on hand during the sessions where data are being collected and
analysed, and nitty-gritty questions may be posed about software,
such as ‘what does this setting do?’

Students write research reports weekly (or bi-weekly if one would
like to dedicate a week to discussing related academic literature).
After they have handed in their research report, they are given the
next chapter and video tutorials for the following week’s assignment.
The course finishes with a week-long data sprint, where there is a
theme (e.g., migration crisis or pandemic) and the students apply
whichever methods they have learned that best fit the research
guestions they pose.

Issue or subject matter experts are often brought in to the sprints
and asked to (1) explain the state of art of their field, (2) their current
analytical needs and (3) what web or social media data may add.
These subject matter expert pitches form the basis for the sprint
projects from which participants may choose.

The city government of Amsterdam made inquiries about Airbnb
which led to a project on the hotelization of private apartments, as



was found through Airbnb image analysis. Greenpeace International
were interested in how their campaigns resonated during a UN
climate summit, which resulted in a critique of ‘issue celebrities’ and
their symbolic power (Couldry, 2001), given the attention paid to their
appearance at the summit, rather than to NGO campaigns. These
are only two prompts that led to compelling projects, but the model
has been applied across digital methods and sprint-oriented courses
elsewhere, too (Laursen, 2017; Venturini et al., 2018). It also
explains in part the issue-oriented focus found throughout the cases
and sample projects in the book (see also Rogers et al., 2015).

| now would like to turn to the digital methods projects that comprise
this book and acknowledge their origins and mention the projects
and those involved who honed the techniques. Making a screencast
documentary of an archived webpage was inspired by Jon Udell’s
‘heavy metal umlaut’ video on the coming into being of a Wikipedia
article (2005). ‘Google and the Politics of Tabs’ (Rogers, Richard and
Govcom.org, 2008), made on the occasion of Google’s 10th year,
was the first one of its kind that colleagues and | stitched together,
with production by Menno Endt and Theun Hendrikx and research by
Laura van der Vlies, Kim de Groot, Esther Weltevrede and Erik
Borra, who developed the software to extract links from the Wayback
Machine, automatically take screenshots and array them in order to
play back the history of a webpage in the style of time-lapse
photography. Emile den Tex created the latest version of the
screenshot generator, which Stijn Peeters and Dale Wahl modified.
Two compelling examples of video projects are discussed: the
evolution of the New York Times online (nytimes.com) by Eelke
Hermens, and that of theknot.com by Maya Livio, Jules Mataly and
Mathias Schuh, where changes over the years to the wedding
planner website show the commercialization of the web (and
marriage). A previous edition of the chapter appeared in 2017 as
‘Doing web history with the Internet Archive: Screencast
documentaries’, Internet Histories: Digital Technology, Culture and
Society, 1(1/2), 1-13.

The Google critique chapter, which was written on the occasion of
Google’s 20th year online, ultimately leads to a project that audits or
probes Google results. The approach benefits from a series of
engine audits, including the early Issuedramaturg project (2007)
where the results of the query ‘9/11’ were captured daily and the
rankings of websites displayed over time. The ‘drama’ occurred
when a conspiracy website, long at the top of the returns, fell



precipitously to 200th place in the rankings, and then out of the top
1,000, only to reappear at the top two weeks later. It leads to
guestions of ranking volatility. Given that scraping engine results is
against Google’s terms of service (for commercial reasons), it also
raises questions of how to perform regular, critical engine audits to
enable what is called ‘platform observability’ (Rieder and Hofmann,
2020). The auditing work discussed in the chapter is enabled by
another piece of software, the Search Engine Scraper, developed by
Stijn Peeters and Dale Wahl. It allows for cross-engine results
comparison as well as cross-region Google analysis (discussed in
the subsequent chapter). Other auditing work, of Google
Autocomplete (as well as that of Yahoo! and DuckDuckGo), was part
of a collaboration with Alina Leidinger, which appeared as ‘Which
stereotypes are moderated and under-moderated in search engine
autocompletion?, FAccT '23: Proceedings of the 2023 ACM
Conference on Fairness, Accountability, and Transparency, June
2023: 1049-1061. It was aided by discussions about Google
autocompletion with Rosie Graham contained in her book
Investigating Google’s Search Engine (2023). One other auditing
exercise, where we re-queried problematic Google results from the
past, inquiring into the extent to which they have been remedied, had
its first iteration during the Digital Methods Winter School 2022 and
was published as ‘Algorithmic probing: Prompting offensive Google
results and their moderation’, Big Data & Society, January-June
2023: 1-25. Taking part were Zoe Chan, Sarah Gralla, Alistair Keepe,
Natalie Kerby, Goran Kusic, Barbara Matijasic, Leah Nann, Olga
Parai, Piet van den Reek, Miazia Schueler, Tatiana Smirnova and
Liam van de Ven. The heart of the Google critique chapter appeared
as ‘Aestheticizing Google critique: A twenty-year retrospective’, Big
Data & Society, January—June 2018: 1-13.

The search as research chapter, originally co-written with Esther
Weltevrede, benefits from the work undertaken on the Google
Scraper and later the Lippmannian Device, developed during the
MACOSPOL project, Mapping Controversies on Science for Politics,
led by Bruno Latour. The Scraper itself, together with the DMI Firefox
plug-in that allowed the scraping to be offloaded to the individual
user’s browser, was developed by Erik Borra and Koen Martins. The
‘source distance’ method that is built into the Google Scraper was
developed at the first Digital Methods Summer School, where the
project with Anne Helmond, Sabine Niederer, Bram Nijhof, Laura van
der Vlies and Esther Weltevrede concerned how close to the top of
the web are the climate change sceptics as well as which animals



are most prominent in the climate change issue space. The ‘Rights
Types’ project, undertaken with Vera Bekema, Liliana Bounegru,
Andrea Fiore, Anne Helmond, Simon Marschall, Sabine Niederer,
Bram Nijhof and Elena Tiis, makes use of an ambiguous query
(‘rights’) in multiple languages in order to perform cross-cultural
comparison. The triangulation tool for list comparison, developed by
Erik Borra, received impetus from a project by Natalia Sanchez
Querubin that compares the country origins of sources returned for
the query, ‘Amazonia’. The Craig Venter example derives from a
workshop at Lancaster University with Adrian MacKenzie, and the
technique of mapping the issue agenda of a movement or network
(such as that of the global human rights network) benefited from
collaboration with Charli Carpenter at the University of
Massachusetts Amherst.

The observation that Wikipedia articles on the ‘same’ subject matter
in different languages have ‘cultural points of view’ may be traced to
the project comparing Srebrenica articles in Bosnian, Serbian and
Dutch (among other languages), undertaken with Emina Sendijarevic
and published as ‘Neutral or national point of view? A comparison of
Srebrenica articles across Wikipedia’s language versions’, Wikipedia
Academy: Research and Free Knowledge: June 29 — July 1, 2012,
Berlin. The tools for article comparison (such as the Wikipedia
Cross-Lingual Image Analysis) were developed by Erik Borra. The
Wikipedia categories scraper, which may be used for cross-lingual
event analysis, was developed during the Digital Methods Summer
School project comparing Brexit articles, with analysis by Viola
Bernacchi, Carlo De Gaetano, Simon Gottschalk, Sabine Niederer,
Warren Pearce and Mariasilvia Poltronieri. The comparison of
Auschwitz articles (in German, Polish and Portuguese) was
performed by students at the University of Mannheim, Nathalie
Bielka, Helena Buhl and Monica dos Santos. They found that only
the Polish article discussed the controversy surrounding the notion of
‘Polish death camps’.

The title of the YouTube teardown chapter takes its inspiration from
Spotify Teardown: Inside the Black Box of Streaming Music (2019),
the book by Maria Eriksson, Rasmus Fleischer, Anna Johansson,
Pelle Snickars and Patrick Vonderau, which hacks Spotify in a
variety of manners to unbox its inner workings. The YouTube
teardowns put forward here rely on the software, YouTube Data
Tools, developed by Bernhard Rieder. The software suite sits atop
the YouTube API and collects data for YouTube searches, individual



channels and videos as well as related videos, among others,
enabling the analysis of search volatility, influencer privileging,
channel subscription networks as well as the carousel or rabbit hole
one enters when following related videos. One may also study the
comment space.

The Facebook analysis initially relied on Netvizz, the Facebook data
extraction software by Bernhard Rieder which was retired after the
so-called APIcalypse, a notion coined by Axel Bruns (2019), when
Facebook discontinued its Pages API, shutting down a central data
source for social media research. The most engaged-with content
analysis technique was originally developed during the counter-
jihadism winter school, ‘What does the internet add? Studying
extremism and counter-jihadism online’, a collaboration with the
London-based NGO, Hope not Hate. The analysis of the Facebook
page, ‘Stop Islamization of the World’, which ushered in the most
engaged-with content analysis technique (and its eventual
visualization as a tree map), was conducted by Ana Crisostomo,
Juliana Marqgues, Joe Mier and Despoina Mountanea. Since the
shutting down of the Pages API, two forms of Facebook engagement
analysis have emerged. One relies on a data journalism technique,
originally employed by Craig Silverman in his seminal ‘fake news’
story in BuzzFeed News, where he found that imposter and
hyperpartisan sources were outperforming mainstream news in the
run-up to the 2016 US presidential elections. His data source was
BuzzSumo, the marketing data dashboard that provides engagement
scores for web URLSs liked (or reacted upon), shared and
commented upon on Facebook as well as other platforms. Meta, the
company behind Facebook, Instagram, WhatsApp and other
services, also grants access to its CrowdTangle marketing data
dashboard to journalists and academics who meet their vetting
criteria, though at the time of writing its future is clouded. The
dashboard has provided access to Facebook and Instagram data (as
well as Reddit and some Twitter data) and is useful for studying
engagement and, among other entry points, the effectiveness of
Facebook’s (and Instagram’s) content moderation. In the Facebook
and platform studies chapter, | put forward a means to study the
‘fake news’ problem on Facebook, which builds on an article
published as ‘“The scale of Facebook’s problem depends upon how
“fake news” is classified’, Harvard Kennedy School Misinformation
Review, 1(6), 2020.



The proposition of ‘debanalizing’ Twitter and turning it into a story-
telling machine that recounts events on the ground and in social
media is rooted in the #iranelection RT project conducted with Erik
Borra, Marieke van Dijk, Sabine Niederer, Michael Stevenson and
Esther Weltevrede, and shown at Arts Santa Monica in Barcelona,
together with the IP Browser, in the Cultures of Change exhibition
curated by Josep Perell6 and Pau Alsina. Arraying the top three
retweeted tweets by day, in chronological order, is among the many
modules built into DMI-TCAT, the Twitter Capture and Analysis
Toolset, developed by Erik Borra, Bernhard Rieder and Emile den
Tex. Among the other analytical modules discussed, particularly with
respect to studying ‘issue spaces’ with the ‘critical analytics’
approach, are ranked @mention lists (for dominant voice analysis)
and hashtag and co-hashtag lists (for analyses of matters of concern
and commitment). Twitter, more recently known as X, once a
relatively expensive data provider (for paid historical tweet data), has
had an academic API that allows for such queries, shut down at the
time of writing. Alternatively, the data may be scraped via
Zeeschuimer, a browser plug-in originally developed for gathering
TikTok data. Once collected it may be fed into 4CAT, the wide-
ranging social media data capture and analysis tool, spearheaded by
Stijn Peeters and Sal Hagen.

The cross-platform analysis techniques, where Instagram and
Tumblr tools make an appearance, benefit from a teaching unit
created by Bernhard Rieder, where he compared digital objects
across a series of social media platforms, suggesting how they may
be made commensurable. The sample projects comparing content
across platforms about Aylan Kurdi and the Cologne New Year’s
incidents were led by Marloes Geboers. An earlier rendition of the
chapter appeared in 2018 as ‘Digital methods for cross-platform
analysis’, in Jean Burgess, Alice Marwick and Thomas Poell (eds),
SAGE Handbook of Social Media, London: Sage, pp. 91-110.

The TikTok chapter benefited from an algorithmic auditing course |
developed at the University of Amsterdam, where in one unit we
compared outputs of the same query in TikTok and Douyin, its
domestic Chinese counterpart. The case concerned the November
2022 fire in a residential building in the Chinese city, Urumgi, where
ten inhabitants perished. Their inability to escape from the building
(and the hindrances faced by the fire-fighters) were attributed to the
strict enforcement of official Covid-19 pandemic policies, sparking



protests around the country. Videos of the protests were present on
TikTok and absent on Douyin.

The Data Journalism chapter has been inspired by exchanges with
Liliana Bounegru and Jonathan Gray, who together with Tommaso
Venturini and Michele Mauri, compiled the Field Guide to Fake News
(2018), where we also studied Russian disinformation campaigning
through an analysis of websites that share the same Google
Analytics and Ads IDs. Mischa Szpirt was instrumental in refining the
Google Analytics ID network discovery technique. The EXIF camera
data extraction technique was aided by software reworked by Emile
den Tex in the Gezi Park (Istanbul) research project, a collaboration
with Greenpeace International and Soenke Lorenzen. The
painstaking work of identifying the cameras taking the iconic ‘Lady in
Red’ and other pictures and looking up the cameras’ retail prices (to
study the grassroots ‘pop-up media ecology’) were performed by
Federica Bardelli, Giulia De Amicis, Carlo De Gaetano, Saskia Kok,
Sandrine Roginsky, Saya Sauliére and Thijs Waardenburg.

The more conceptual chapters on positioning digital methods, query
design as well as critical social media research had their
forerunners. The positioning piece in an earlier form appeared in
2015 as ‘Digital methods for web research’, in Robert A. Scott and
Stephen M. Kosslyn (eds), Emerging Trends in the Behavioral and
Social Sciences, Hoboken, NJ: Wiley, pp. 1-22. It also has been
translated into German and published as ‘Digitale Methoden: Zur
Positionierung eines Ansatzes’, Medien &
Kommunikationswissenschaft, 69(1), 2020. A previous version of the
guery design chapter appeared in 2017 as ‘Foundations of digital
methods: Query design’, in Mirko Schaefer and Karin van Es (eds),
The Datafied Society: Studying Culture through Data, Amsterdam:
Amsterdam University Press, pp. 75-94. The critical social media
piece was developed upon an invitation by Sarah Lewthwaite to
create an instructional video for the UK National Centre for Research
Methods. It was published in the special issue, ‘From big data in
politics to the politics of big data’ (2018), in the Italian journal,
Partecipazione and Conflitto (PaCo), edited by Alice Mattoni and
Elena Pavan.

The book was made possible by the students, participants,
designers, programmers, teachers and staff taking part in the Digital
Research Methods course as well as the Digital Methods Winter and
Summer Schools at the University of Amsterdam. The information



designers from Density Design, Milan, have been pivotal in the
development and rendering of the research: Camila di Amicis,
Guilherme Appolinario, Antonella Autuori, Elena Aversa, Matteo
Azzi, Matteo Banal, Federica Bardelli, Andrea Benedetti, Matteo
Bettini, Niccola Brignoli, Agata Brilli, Angeles Briones, Michele
Bruno, Eleonora Capuccio, Gabriele Colombo, Giulia Corona, Giulia
De Amicis, Carlo De Gaetano, Alessandra Del Nero, Serena Del
Nero, Daniele Dell’'Orto, Luca Draisci, Tommaso Elli, Andrea Fabres,
Alessandra Facchin, Sara Ferrini, Elena Filippi, Giacomo Flaim,
Emanuele Ghebaur, Beatrice Gobbo, Stefania Guerra, Michele
Invernizzi, Irina Kasatkina, Giovanni Lombardi, Michele Mauri, Marco
Mezzadra, Alessia Musio, Claudia Pazzaglia, Davide Perucchini,
Camilla Pilotto, Maria Cristina Pita, Cristina Pita da Veiga, Chiara
Piva, Mariasilvia Poltronieri, Jacopo Poletto, Andrea Pronzati,
Alessandro Quets, Tommaso Renzini, Donato Ricci, Chiara Riente,
Barbara Roncalli, Noemi Schiavi, Laura Swietlicki, Ginevra Terenghi,
Marco Valli, Daniele Zanetti and Alice Ziantoni. Special thanks for
the dedication on the part of the digital methods teachers as well as
the organizers of multiple Summer and Winter Schools: Erik Borra,
Liliana Bounegru, Jonathan Gray, Sal Hagen, Emilija
Jokubauskaite', Saskia Kok, Kamila Koronska, Sabine Niederer,
Bernhard Rieder, Natalia Sanchez Querubin, Marc Tuters, Guillén
Torres, Fernando van der Vlist and Esther Weltevrede.



PREFACE: BEFORE BEGINNING DIGITAL
METHODS

DIGITAL METHODS AND
METHODOLOGIES

This book is an elaboration on the practice of collecting data online
and undertaking contemporary research with digital methods. The
digital methods described hereafter are often built into tools and are
thus ‘programmed methods’ (Borra and Rieder, 2014). They evolve
with the medium, meaning that they are updated when a web service
changes or deprecated when it is discontinued. In between these
states, there may be workarounds or manual alternatives. While
digital methods may often make use of certain software tools, they
do not solely depend on them, and thus also should be considered
digital methodologies. These are more generalized ways and means
of performing online research, often just with a (research) browser.

These generalized ways of performing online research include a
keyword or hashtag list-building technique called ‘associational
snowballing’, where one types two keywords (or two hashtags) into
Google (or another engine), peruses the results for a third, related
keyword (or hashtag) and iterates this routine until no new related
keywords appear. It is one technique of ‘query design’, where one
crafts a search engine query for research purposes (as opposed to
informational or navigational searches). Other digital methods
include compiling historical screenshots from the Internet Archive
and narrating screencast documentaries about web, media and/or
social history. This book introduces techniques for comparing the
images, references and tables of contents of the ‘same’ Wikipedia
article across different language versions, posing questions about
cross-cultural comparison and the politics of memory. There are
how-to’s on performing single-platform and cross-platform analysis
(with X/Twitter, Facebook, YouTube, Instagram, Telegram and
others) in order to research dominant voice, concern, commitment
and other ‘critical analytics’ for undertaking ‘remote event analysis’ or
studying influencers. There are procedures to locate the content on



Facebook and Instagram that has elicited the most engagement,
inquiring at the same time into the formats that circulate well (such
as memes) and the groups animated by them (such as the alt-right).
There are visualization strategies discussed, including the concept of
‘metapicturing’, which seeks to combine close and distant reading
techniques. A simple network mapping technique is introduced as a
means to map relationships between images and reactions (or
emoji) using Facebook data. Network mapping and ‘visual network
analysis’ are further elaborated in techniques to create channel
networks on YouTube, depicting (and labelling) subcultures online.
Another network analysis technique is applied to TikTok data, where
relationships between hashtags and sounds are mapped. Here we
enquire into the extent to which users act like imitation publics,
whereby trending sounds are used no matter the subject matter of
the video. Finally, there are recipes for detecting trackers and other
third-party elements on websites in order to show (for example) how
‘fake news’ purveyors often use off-the-shelf trackers compared to
mainstream news providers who tend to have customized trackers.
In another technique, one may also identify the owners — be they
individuals or media groups — of websites purveying such news or
undertaking disinformation campaigns. Digital methods thereby enter
the realm of data journalism and open source intelligence and
investigation.

FOUNDATIONS OF DIGITAL METHODS

The early chapters introduce two core skills — building keyword and
source lists. Keywords may be part of programmes or anti-
programmes, such as ‘blood diamonds’ and ‘conflict minerals’,
respectively, or as the New York Times 1619 project had it, ‘slave
labor camps’ in contrast to ‘plantations’. Building lists of them (be
they the keywords themselves or hashtags) enables one to
undertake resonance research, a skill used in media monitoring and
marketing research (on impact or ‘buzz’). One learns how to design
a query that answers research questions about the uptake and
circulation of one campaign or initiative over another. Keyword and
hashtag lists are also the seeds for creating collections of posts, an
initial step in some X/Twitter, Instagram and TikTok analysis.

These keyword and source-building skills are applied when doing
‘search as research’, ‘single- platform studies’ (such as X/Twitter and



Facebook) as well as ‘cross-platform analysis’ that also includes
Instagram (and in passing Tumblr as well as YouTube), as touched
on above. They can be used for platform comparison work, such as
between TikTok and its Chinese counterpart, Douyin. They are also
useful for building lists of junk news, disinformation or other
thematically poignant sites and pages in order to discover who is
behind them and which other sites belong to the same owners
(through Google ID and Ad tracking), ultimately making journalistic
accounts.

The other foundational chapter concerns critical social media
research, where | enumerate issues with social media research data.
For example, user engagement metrics, routinely deployed in
research as an indication of interest or circulation, could be
considered platform-driven, rather than expressions of user views.
Certain posts (in the Facebook Feed, for example) are privileged
over others. These posts are boosted for they are more liable to be
engaged with, given that they have elicited angry reactions, as was
detailed in the internal Facebook documents that a whistleblower
made available to journalists (Merrill and Oremus, 2021). That
ranking practice would privilege ‘angertainment’, which is one
manner to audit Facebook’s Feed, inquiring into the extent to which
posts receiving angry reactions elicit more interactions than those
that do not. Other issues discussed include such proprietary effects
as company-held ‘archives’ and the treatment of marketing data
dashboards as scientific data instruments.

The foundations of digital methods are the spine of the book, and
throughout its pages the recurring themes are how to formulate a
research question as well as how to tell a story of the findings or
outcomes. One starting point for the formulation of a research
guestion is to invert a current claim, be it from the academic
literature or the intellectual or tech press, where many conceptual
innovations in new media and digital culture originate (e.g.,
crowdsourcing and ‘filter bubble’) or claims arise (e.g., continuous
partial attention (Stone, 2008)). Making findings and creating
accounts of them are detailed initially in narrating a screencast
documentary of the history of a web page and later in network story-
telling techniques (in the YouTube Teardown chapter). Formulating
research questions and telling stories with findings are also
emphasized throughout the search engine, Wikipedia and the social
media chapters, especially in the sample projects inquiring into the
climate change sceptics, Srebrenica, Auschwitz, #iranelection, Aylan



Kurdi, Russian influence campaigning, Chinese protests over
pandemic-related restrictions and others.

By way of prefacing the book, | now would like to provide a series of
insights about doing digital methods, including some admonitions as
well as bright spots per methods chapter.

SCREENCAST DOCUMENTARIES WITH
THE INTERNET ARCHIVE

The web history chapter employs screen-capturing software that
utilizes the output of a scraper of Wayback Machine URLs to compile
them into a movie, ready for recording a voiceover narrative. In other
words, there are a few steps to creating a screencast documentary
of the history of one webpage. Indeed, once one is able to compile
and playback the screenshots in a movie, a couple of days of work
may have been expended, only for the researcher to realize that
creating and recording a voiceover narrative with a compelling
storyline requires yet more time investment. Indeed, that project may
be the most arduous, and oftentimes the most rewarding for its
creative output.

AUDITING GOOGLE

The first of two Google chapters concerns Google critique. Over the
past twenty plus years of its existence a variety of concepts, some
more well known than others, have been developed that capture
critical points made about the engine (and company) such as
‘semantic capitalism’, ‘filter bubble’, ‘Googlization’ and others. It also
has been dubbed a discriminatory machine, outputting racist,
derogatory and shocking results which over time may have been
patched or otherwise remedied. Google’s biases, content moderation
and privileging mechanisms may be explored through techniques
called *algorithmic auditing’ or ‘algorithmic probing’. Among the
suggested projects is to formulate queries that examine the extent to
which Google privileges its own properties, outputs offensive results
or favours progressive or conservative sources for political queries.
Another auditing technique is to examine whether the top ranked



sites per query rely on search engine optimization rather than other
marks of authority.

REPURPOSING GOOGLE

‘Search as research’ (with the Google Scraper) breaks Google’s
terms of service, for one is not allowed, in its so-called ‘browse wrap’
contract, to query Google outside of its search bar, save results, or
create a derivative work from them. It would be worthwhile to work
with alternative engines that do not have such restrictions or are less
diligent in blocking non-standard uses, but given Google’s
dominance, both its study (‘Google studies’) as well as social
research with Google are considered important enough to ask the
engine (and company) for its forbearance. At issue, however, is the
practicality of batch-querying Google, for it continues to block such
practices by occasionally or frequently issuing a ‘captcha’ or other
human-user verification checks which the researcher must
overcome, in order for the work to continue. Thus, it is very much a
semi-automated, small-scale data collection technique. A Search
Engine Scraper tool (accessing and studying a longer list of engines)
provides a workaround and offers the capacity for cross-engine
studies.

COMPARING WIKIPEDIA LANGUAGE
VERSIONS

Unlike commercial engines and platforms that block research and
break tools with their ‘updates’, Wikipedia is remarkably stable and
research friendly. Both the platform and the tools built upon it have a
higher likelihood than others of remaining in place. The method
described in the chapter — and the sample project on Srebrenica,
also detailed in my previous Digital Methods book (Rogers, 2013b) —
relies on a remarkable finding that upon reflection seems mundane:
the ‘same’ articles in the various language versions of Wikipedia may
have telling differences, worthy of study. Writing an account of these
differences has proven to be one of the most compelling modules,
however much by this point some may wish to lighten the subject
matter, away from the Srebrenica massacre or the subtle differences



between how the Polish and German Wikipedia language versions
discuss ‘Auschwitz’, which are the sample project examples.

YOUTUBE TEARDOWN

There is a series of methods put forward to ‘tear down’ YouTube, an
exercise in platform studies where one may lay bare privileging
mechanisms. YouTube recommends videos in at least three
manners: when watching, there are videos in the carousel that are
‘up next'’. Lists are returned when one searches. Channels subscribe
to other channels and feature other ones. Through capturing the
outputs of each mode of watching, one can strive to break down how
these recommendation systems work, and for whom. For which
subject matters and queries are the native YouTubers (with high
subscription counts), (junk) news channels or more establishment
voices granted the authority and privilege to be viewed?

XITWITTER AS STORY-TELLING
MACHINE

X/Twitter studies with digital methods begin by creating a tweet
collection or making use of existing ones either from other
researchers or from the platform itself. Twitter has had APIs, which
have allowed researchers to make historical and contemporaneous
gueries, albeit with certain ceilings. More recently, the
discontinuation of the academic API has occasioned researchers to
scrape X/Twitter. One makes a tweet collection by querying one or
more hashtags and/or keywords; capturing all tweets from particular
accounts also may be of interest. Alternatively, one could import
another research group’s historical tweet collections by asking for a
set of tweet IDs, and then recapturing them (otherwise known as
‘rehydrating’) from the APIs that the tweet collection software uses.
In the recompilation, data from any deleted tweets or accounts would
no longer be part of the tweet collection. Among the analytical
procedures are arranging the tweets to tell the story of an event as
well as making a co-hashtag network and deploying critical analytics
to study issue and movement spaces.



IDENTIFYING ENGAGING CONTENT ON
FACEBOOK

Facebook allows for historical data collection, so one is able to
collect the data from a Facebook page, or a curated set of pages,
from their inception, unless it has been deactivated or deleted. There
are broadly three methods for Facebook studies discussed. One
compiles a list of pages (e.g., the Somali diaspora), asking questions
about what animates the communities. The second queries
Facebook posts, probing the platform’s privileging mechanisms and
enquiring into the extent to which it boosts ‘angry’ or other emotive
posts. In an algorithmic probing or auditing technique, one asks to
what extent Facebook could be dubbed an ‘angertainment’ machine.
That technique may make use of CrowdTangle or its alternative
(where one studies Facebook pages). A third method enquires into
the extent to which Facebook returns misleading information (e.g.,
regarding the Covid-19 pandemic) or ‘fake news’. The data are
sourced from BuzzSumo, the content marketing tool employed in the
seminal fake news article where web URLs (appearing in Facebook
posts) are returned (Silverman, 2016). Earlier Facebook studies of
friend networks and profile interests, or ‘tastes and ties’ work, are
now improbable, given the removal of Facebook’s API.
Postdemographics research, the notion | put forth in the Digital
Methods book, is the comparative study of a set of friends’ interests,
such as the interests of Joe Biden’s and Donald Trump’s Facebook
friends, in order to make an inquiry into culture wars or other
guestions about the politics of media and preference. The work of
collecting the interests of the top friends of opposing political leaders
would have to be performed manually these days.

METAPICTURING INSTAGRAM

Instagram is one in a class of visual social media platforms where
images (and videos) are the primary content. The chapter first
introduces Instagram studies, including two schools of thought,
Instagramism and Instagrammatics. The one discusses the staging
aesthetic prevalent on Instagram, where the other puts forward
techniques that make use of the platform’s affordances to study it, in
the style of digital methods. The chapter subsequently puts forward
an array of visual analysis techniques that revolve around the



concept of the ‘metapicture’ or picture in a picture. It seeks to bridge
close and distance reading. For close reading, it retains the images
under study in the visualization (or metapicture), and arranges them,
in distant reading, for critical reflection. Among the metapicturing
methods that are enumerated are image reuse, image trends, image
vernaculars, dominant image, image presence, image quality, image
staining (or tarnishing), image circulation, image engagement,
Image—emoji associations, image removal and feed competition.
They draw from Instagram data but also make use of Google Image
Search, YouTube, X/Twitter, Facebook and 4chan.

CO-LINKED, INTER-LIKED AND CROSS-
HASHTAGGED CONTENT

Cross-platform analysis, such as querying the ‘same’ hashtag on
X/Twitter as well as Instagram (e.q., #selfie), is less straightforward
than it sounds, given distinctive platform cultures or vernaculars, and
the differences in what the counts may mean. For example, on
Instagram there are more hashtags used per post than on X/Twitter.
The chapter on cross-platform studies provides examples of using
the same digital object in two or more platforms and comparing their
use across each platform, making findings on how to characterize a
platform’s relationship with news, for example. Apart from the
specificity of platform cultures and the types of research questions
one may pose, cross-platform studies are reliant on each of the
single platform’s APIs, unless scraping or manual work is performed.

TIKTOK AS MEMETIC INFRASTRUCTURE

TikTok, the short-form video platform, has burst upon the new media
scene, growing in leaps and bounds since its founding in 2018,
owing in part to the popularity or stickiness of its For You Page
(FYP), which may be probed for what it privileges or boosts. One can
also critique the rankings when querying for particular hashtags. As
such one could treat TikTok as just another platform to be examined
through an algorithmic audit or probe. TikTok, however, has certain
native affordances that invite its analysis as a memetic infrastructure.
One can navigate the platform, or app, by the sounds shared by
videos, exploring their trendiness, given how its users have been



characterized as imitation publics. Alternatively, do sounds mobilise
movements or have politics? Using the Zeeschuimer browser
extension or another tool, one would collect the hashtags associated
with a set of sounds and perform a relational (or network) analysis
between sounds and hashtags, demonstrating how sounds are
distributed across interest areas (imitation publics) or amass around
similar ones (hashtag publics).

TRACKER ANALYSIS

Finally, the detection work behind tracker analysis and Google
Analytics ID owner searches brings an investigative (and data)
journalism spirit to digital methods training, where certain of the
techniques are borrowed from open source intelligence and
investigation. It also may be the case that both analytics companies
and website owners implement new masking or cloaking techniques
to conceal owner identities, thereby rendering certain fingerprinting
and reverse look-up services less useful. The chapter also describes
procedures to study the history of tracking per website or website
type, employing the Tracker Tracker software (built atop Ghostery),
and loading it with historical versions of webpages from the Wayback
Machine of the Internet Archive. In comparison to the ever-evolving
masking strategies of website owners, including the removal of
Google Analytics IDs, using the Wayback Machine for the study of
the history of surveillance is less susceptible to the effects of data
ephemerality.

DOING DIGITAL METHODS IN THE
CONTEMPORARY SITUATION

Behind the making of this book is a decade-long exploration of how
to undertake research with the web, rather than just about it. The
general digital methods approach may be historicized, for it shares
an outlook and practice from a web whose data may be scraped,
mashed up and outputted in visualizations that can make findings,
tell a story or otherwise describe a current state of affairs. They are
very much webby methods and techniques, built on and for the open
web. With the rise of social media, and especially the APl as a main
data source, data collection has become in part API critique. Is there



researcher access? How generous are the data limits? How does
the API shape what may be researched? How does it obstruct
research? How can research be undertaken when the API is shut
down? Is digital methods research increasingly relying on marketing
dashboards and scrapers?

The rise of the social web over the info-web (or social media over the
open web) also has brought with it human subjects. Of course,
human subjects were always present on the web, but in the info-web
period one was apt to research organizational and issue networks
rather than personal and social ones. Upon its arrival, social media
heralded the prospect for social network analysis, and at the same
time brought with it a palpable site for a heightened awareness of the
ethics of internet research.

ONLINE DATA IS ALREADY PUBLIC?

Critical studies on data ethics address two assumptions that often
underlie research with social media data: first, that online data is
already public, and therefore its collection for research purposes is
supposedly not a delicate ethical matter; and second, that since the
social media user agreed to the terms of service, the researcher can
fall back on those terms and use them as cover.

Although online data is already public, and the terms have been
agreed to, a social media user does not necessarily expect that their
data will be used outside of the context in which it was originally
posted, despite terms of service clearly stating that the data may be
employed for academic research (as well as marketing purposes and
in-house software improvement).

The social media platforms themselves have developed privacy
settings as well as rules and guidelines that are oriented towards
users and are of interest to ethics researchers. Facebook, for one,
stopped supporting the harvesting of personal profiles and friend
networks, making routine social network styles of analysis (‘tastes
and ties’) less likely. The platforms also routinely block scrapers that
may try to collect such data.

The newly typical research practised with Facebook pages consists
of most engaged-with content (variously weighted sums of reactions,



shares and comments), where the individual user generally is not
identified, though a particularly popular post will be. In social issue-
oriented work, the engaged-with posts are often from the press,
governmental or non-governmental sources, but also may be from
individuals or aliases (posting to pages) who are readily identifiable
with some online discovery technique, beginning with search and
extending to reverse lookups of available usernames, where one
takes note of the use of an alias on other platforms, and hunts for
real names or other identifiable material. Another, related issue is
whether to cite these individuals and aliases as authors. They are
not authors in the sense of those who have rendered a cultural
product through the sweat of the brow, though an act of creation may
be wrought in a mere few words. Does a high level of engagement
constitute evidence of creative expression, making the ‘data’ into a
guotable phrase? A single tweet someone has written could be
found (through sentiment analysis, for example) to be the angriest or
most joyful of all election-related tweets. Is it thus deserving of
authorship, and cited, or should it be anonymized? Does it matter if it
Is posted by a readily identifiable individual who is not a public
figure?

Indeed, if following guidelines that invite one to be ‘ethics compliant’,
here it would be necessary to examine the analytical outputs for
individual user traces, and redact the user upon publication, not to
mention in any aggregated data set that would be made published or
held for research use. Here a good compliance practice is to seek to
redact individuals including aliases, while retaining public figures as
well as organization names.

If one decides that online users posting content are not authors, one
may seek a form of ‘informed consent’, which for small data sets
could be undertaken through direct messaging. On a medium-sized
data set, more elaborately, one also could consider using a research
bot that would inform X/Twitter account holders that their user
accounts (and selected tweets) would be stored or in the analytical
output. Having given a description of those outputs and the
accompanying research project, the researcher would invite the
subject to opt out. An opt-in bot, or manual procedure, also could be
developed at the outset of a project.

DATA ETHICS PHILOSOPHY



The European General Data Protection Regulation (GDPR) on
personally identifiable information stipulates a set of guidelines that
are tangible and useful for researchers in thinking through data
collection, analysis, storage and publication, especially of online data
from social media. But before considering a ‘compliance’ approach
to the guidelines, touched upon above, researchers ought to think
about the cultivation of a data ethics based on both an ethics of care
and an understanding of contextual privacy. The GDPR provides an
opportunity to supplement that overall awareness with rather
concrete questions posed by the GDPR to the researcher. In the
following both the overall philosophy behind the cultivation of such a
data ethics philosophy as well as the questions arising from the
GDPR are briefly sketched.

An ethics of care, together with an understanding of contextual
privacy, are means by which to develop a data ethics sensibility.
‘Care’ is relational, meaning there is care given as well as taken.
Thus, the researcher considers both how to care for the data
subjects’ needs, and the data subject should be open to receiving
that care. An ethics of care is thus often described as relational,
rather than based on an individual’s moral sense, or the individual as
moral agent, though it does not exclude the development and
application of such sense. The researcher, first incipiently and
perhaps over a longer term, has a relationship with the data
subjects. At the outset he or she is concerned with demonstrating
social responsibility through attentiveness (recognizing the other),
competence (caring for others well) and responsiveness (to and by
others). Such an awareness of the other’s vulnerabilities and needs
(together with the contexts in which the data arise) is continuously
present and also endures throughout the project as well as its
aftermath. As such it may be contrasted to an ethics programme that
is based on obligation and a ‘compliance check’, e.g., at the project’s
start.

The other term, contextual privacy, has arisen specifically from
online research. As touched upon above, contextual privacy refers to
an understanding that a user posting data online does not
necessarily expect that same data to be used in a different context,
e.g., for commercial activities or research purposes not consented to
or reasonably expected, even if the terms of service, agreed to by
the user, appear to grant a wide range of data uses, including to third
parties who have acquired that data through purchase or the proper



use of the API. Researchers seeking only ‘cover’ through user terms
agreements would not be respectful of contextual privacy concerns.

On top of the sensibility sketched previously, the GDPR provides a
kind of flow chart or diagram for a research practice with a data
ethics. The first stop concerns data collection. Is there a legitimate
research interest in collecting personally identifiable data in the first
place? Here one should consider where to draw the line with respect
to data collection practices that are ongoing (or ‘running’ on a data
collection server), when a particular research project or programme
of research has yet to be formulated. Such a point applies to big data
epistemologies, where one may be continuously collecting online
data, often structured data with clear data fields containing
individuals’ identifiers, to be ‘explored’ at a later moment.

For the GDPR, one should be able to lay out the research questions
as well as the expected results, including their domain of application
and whether and how the research intends to affect the individuals
behaviourally. Data control is also at issue, both during the research
period as well as after project completion. Is the data secure, who
has access, and how are these regulated and ensured? Data
repositories such as Harvard’s Dataverse and Zenodo consider such
guestions for they have elaborate infrastructures for securing access
to data; they also aid in determining the sensitivity of the data by
having the researcher reflect upon it. Does it fall into the GDPR
category of ‘extra sensitive’ such as personal health records?

Another issue concerns whether it is desirable and possible to treat
the data so that the data subjects are no longer personally
identifiable. Anonymization would achieve that goal. It is considered
so challenging, however, that aggregation techniques such as
generalization and randomization or pseudonymization are often
thought to be more practically viable to reduce (rather than remove)
the prospect of re-identification. Here the question of data access is
central, no matter how the data have been treated. There may be
legitimate research interests in retaining personally identifiable
information. The data obfuscation technique notwithstanding, the
main point concerns whether personally identifiable information is
retained on a personal laptop/tablet/phone or in a (secure) data
repository.

Indeed, another question, pertaining to social media and other data,
concerns whether the data being collected were made public



already, and for what purpose. There are different degrees as well as
contexts of making data public. Contextual privacy is a concern here;
one who speaks publicly on X/Twitter may not have an expectation
that the username appears on a network graph or map, published in
an authoritative academic journal.

A case that could obviate the need for special data treatment
concerns whether the user could be considered a public figure.
Politicians, celebrities, performing artists and sports stars are
considered as such, but the threshold may be lower than one
expects. For example, in the data sets X/Twitter has made available
to academics, users with over 5,000 followers are not
pseudonymized through hashing or replacing the usernames with
other characters.

Are there precautions being taken so that the data are not misused?
Here the risks and harms to the individuals are paramount, to the
extent to which the data could interfere with privacy, cause
discrimination or impinge upon other fundamental rights. As
mentioned above, these concerns have a bearing during but also
after the conclusion of the project. How necessary is data retention
after a project is finished? Will the data remain securely protected?
Updating the security is also a matter of concern.

Could the research project be open and transparent about their data
collection exercises, purposes and safeguards? One may briefly
treat the consent question in this regard, together with care ethics.
One could consider a spectrum of ways of informing the data
subjects from directly informing and asking for consent, to creating a
mechanism to opt out, to providing information on a continual basis
on data collection and usage, for instance, on the project website.
There are also temporal considerations, such as considering consent
at the stage of collection, analysis or publication. In the event, every
research project should provide the means to collect and respond to
objections to the data collection, analysis and publication, however
much aggregated or pseudonymized data may make it difficult for
the project to re-identify those who have requested to be forgotten or
wish to revoke their consent. If the publication of personally
identifiable information is in the public interest, however, it may be
plausible to disagree with the objection, carefully laying out the case
one is making for having the data and the results of its analysis
appear in public.
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ONE POSITIONING DIGITAL METHODS

Digital methods are research strategies for dealing with the ephemeral and unstable
nature of online data

DIGITAL METHODS FOR INTERNET-RELATED RESEARCH

Digital methods are techniques for the study of societal change and cultural condition with online data.
They make use of available digital objects such as the hyperlink, tag, timestamp, like, share and
retweet, and seek to learn from how the objects are treated by the methods built into the dominant
devices online, such as Google Web Search. They endeavour to repurpose the online methods and
services with a social research outlook. Ultimately the question is the location of the baseline, and
whether the findings made may be grounded online.

Digital methods as a research practice are part of the computational turn in the humanities and social
sciences, and as such may be positioned alongside other recent approaches, such as cultural analytics,
culturomics, webometrics and altmetrics, where distinctions may be made about the types of data
employed (natively digital or digitized) as well as method (written for the medium or migrated to it). The
limitations of digital methods are also treated. Digital methods recognize the problems with web data,
such as the impermanence of web services, and the instability of data streams, where for example APIs
are reconfigured or discontinued. They also grapple with the quality of web data, and the challenges of
longitudinal study, where for instance X/Twitter accounts and Facebook pages are deleted just as
researchers are beginning to study the reach of Russian disinformation campaigning during the US
presidential election (Albright, 2017). The politics of account deletion is also of interest. A far greater
percentage of Pro-Brexit Twitter accounts, compared to those campaigning to remain in the European
Union, were deleted after the referendum (Bastos, 2021).

When one raises the question of the web as a site for the study of social and cultural phenomena, a
series of concerns arises. Web data are problematic. They have historical reputational issues, owing to
the web’s representation and study as a medium of self-publication as well as one of dubious repute,
inhabited by pornographers and conspiracy theorists (Dean, 1998). This was the cyberspace period,
with an anything-goes web, where it often was treated analytically as a separate realm, even a ‘virtual
society’ (Woolgar, 2003). Later, the web came to be known as an amateur production space for user-
generated content (Jenkins, 2006). Nowadays the web is becoming a space for more than the study of
online culture. Indeed it has become a site to study a range of cultural and social issues, charting for
example ‘concerns of the electorate’ from the ‘searches they conduct’, and ‘the spread of arguments...
about political and other issues’, among other questions concerning society at large (Lazer et al., 2009:
722; see also Watts, 2007). Of course, it also remains a site to study online culture and undertake
medium research. Digital methods are approaches to studying both, a point | return to when taking up
the question of whether one can remove medium artefacts (such as manipulated search engine results
or bots) and have a purified subject of study. The point to be made is that the carrier or medium should
be studied alongside its content.

SCRUTINIZING WEB DATA

As indicated, however, the web has had the general difficulty of meeting the standards of good data
(Borgman, 2009). As such, web data are also candidates for a shift, however slight, in methodological
outlook. If web data are often considered messy and poor, where could their value lie? The question
could be turned around. Where and how are web data handled routinely and deftly? Digital methods
seek to learn from the so-called methods of the medium, that is, how online devices treat web data
(Rogers, 2009a). Thus, digital methods are, first, the study of the methods embedded in the devices
treating online data (Rieder, 2012). How do search engines (such as Google) treat hyperlinks, clicks,
timestamps and other digital objects? How do platforms (such as Facebook) treat profile interests as
well as user interactions such as liking, sharing, commenting and liking comments?



Digital methods, however, seek to introduce a social research outlook to the study of online devices.
‘Nowcasting’ (however newfangled the term for real-time forecasting) is a good example and serves as
a case of how search engine queries may be employed to study social change (Ginsberg et al., 2009).
The location and intensity of flu and flu-related queries have been used to chart the rising and falling
incidence of flu in specific places. The ‘places of flu’ is an imaginative use of web data for social
research, extending the range of ‘trend’ research that engines have been known for to date under such
names as Google Trends, Google Insights for Search, Yahoo Buzz Log, Yahoo Clues, Bing Webmaster
Keyword Research, AOL Search Trends, YouTube Keyword Tool, YouTube Trends and the Google
AdWords Keyword Tool (Raehsler, 2012; US Centers for Disease Control and Prevention, 2014). It is
also a case where the baseline is not web data or the web, but rather the (triangulated) findings from
traditional flu surveillance techniques used by the Centers for Disease Control and Prevention in the
United States and its equivalents in other countries. Search engine query data are checked against the
offline baseline of data from hospitals, clinics, laboratories, state agencies and others. The offline
becomes the check against which the quality of the online is measured.

For those seeking to employ web data to study social phenomena, the webometrician, Mike Thelwall,
has suggested precisely such a course of action: ground the findings offline. Given the messiness of
web data as well as the (historical) scepticism that accompanies its use in social research (as
mentioned above), Thelwall et al. (2005: 81) relate the overall rationale for a research strategy that calls
for offline correlation:

One issue is the messiness of Web data and the need for data cleansing heuristics. The
uncontrolled Web creates numerous problems in the interpretation of results... Indeed, a
sceptical researcher could claim the obstacles are so great that all Web analyses lack value.
One response to this is to demonstrate that Web data correlate significantly with some non-
Web data in order to prove that the Web data are not wholly random.

ONLINE GROUNDEDNESS

Digital methods raise the question of the prospects of online groundedness. When and under what
conditions may findings be grounded with web data? One of the earlier cases that pointed at the
prospects of web data as having a ‘say’ in the findings is journalistic and experimental. In the long-form
journalism in the NRC Handelsblad, the Dutch quality newspaper, the journalist asked the question
whether Dutch culture was hardening, given the murders and the backlash to them of the populist
politician, Pim Fortuyn, and the cultural critic, Theo van Gogh in the mid-2000s (Dohmen, 2007). By the
‘hardening of culture’ is meant becoming less tolerant of others, with even a growing segment of
radicalizing and more extremist individuals in society. The method employed is of interest to those
considering web data as of some value. Instead of embedding oneself (e.g., among hooligans), studying
pamphlets and other hard-copy ephemera, and surveying experts, the research turned to the web. Lists
of right-wing and extremist websites were curated, and the language on the two types of sites was
compared over time, with the aid of the Wayback Machine of the Internet Archive. It was found that in
time the language on the right-wing sites increasingly approximated that on the extremist sites. While
journalistic, the work provides a social research practice: charting change in language over time on the
web, in order to study social change. The article also was accompanied by the data set, which was
unusual for newspapers, and heralded the rise of data journalism. The journalist read the websites, in a
close reading approach; one could imagine querying the sources as well in the distant reading approach
which has come to be affiliated with the computational turn and big data studies more generally (Moretti,
2005; boyd and Crawford, 2012).

Another project that is demonstrative of digital methods is the cartogram visualization of recipe queries,
which appeared in the New York Times (Ericson and Cox, 2009). All the recipes (on allrecipes.com)
gueried the day before Thanksgiving, the American holiday and feast, were geolocated, showing the
locations whence the search queries came. For each recipe, the map is shaded according to frequency
of queries by state (and is statistically normalized), where one notes differences in recipe queries, and
perhaps food preference, across the United States. It presents, more broadly, a geography of taste.
Here the question becomes how to ground the findings. Does one move offline with surveys or regional
cookbooks, or seek more online data, such as food photos, tagged by location and timestamped? Would
Flickr or Instagram provide more grounding? Here the web becomes a candidate grounding site.



Online data have been employed to study regional differences. One case in point is the classic
discussion of language variation in the use of the terms ‘soda’, ‘pop’ and ‘coke’ in the United States.
Geotagged tweets with the words ‘soda’, ‘pop’ or ‘coke’ are captured and plotted on a map, displaying a
geography of word usage (see Figure 1.1). In the project the findings are compared to those made by
another web data collection technique, a survey method migrated online, also known as a ‘virtual
method’, discussed below. A webpage serves as an online data collection vessel, where people are
asked to choose their preferred term (soda, pop, coke or other) and fill in their hometown, including state
and zip code (see Figure 1.2). The resulting map shows starker regional differentiation than the Twitter
analysis. Chen, while not confirming the earlier findings, reports ‘similar patterns’, with pop being a
Midwestern term, coke Southern and soda Northeastern (2012; Shelton, 2011).

THE NATIVELY DIGITAL AND THE DIGITIZED

Digital methods may be situated as somewhat distinctive from other contemporary approaches within
the computational turn in the social sciences and the digital humanities (see Table 1.1). First, like other
contemporary approaches in the study of digital data, they employ methods based on queries and have
as a research practice what may be called search as research. They differ, however, from other
approaches in that they rely largely on natively digital data and online methods as opposed to digitized
data and migrated methods.

Two approaches in the digital humanities that may be compared to digital methods are culturomics and
cultural analytics. While digital methods study web or natively digital data, culturomics and cultural
analytics have as their corpuses what one could call digitized materials, which then are searched for
using either words (in culturomics) or formal material properties (in cultural analytics). Culturomics
gueries Google Books and performs longitudinal studies concerning the changes in use of language
from the written word, inferring broader cultural trends. For example, American spelling is gradually
supplanting British spelling, and celebrity or fame is increasingly more quickly gained and shorter-lived
(Michel et al., 2011). Cultural analytics is a research practice that also queries, but at a lower level in a
computing sense; it queries and seeks patterns and changes not to words but to formal properties of
media, such as the hue, brightness and saturation in images.
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Figure 1.1 US map showing distribution of usage of terms (in geotagged tweets in
Twitter) for soft drinks, 2012.
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Table 1.1 Situating digital methods among other approaches in the computational turn in the humanities and social sciences, according
to their use of natively digital or digitized data and methods.

Table 1.1 Situating digital methods among other approaches in the computational turn in the humanities
and social sciences, according to their use of natively digital or digitized data and methods.

METHOD

DIGITIZED NATIVELY DIGITAL

DIGITIZED
» Culturomics*

» Cultural analytics*

DATA

NATIVELY DIGITAL

» Webmetrics
» Digital methods

» Altmetrics
*Uses ‘search as research’
Source: Adapted from Rogers, 2014.
METHOD
DIGITIZED NATIVELY DIGITAL

DATA DIGITIZED
» Culturomics*

» Cultural analytics*



METHOD

DIGITIZED NATIVELY DIGITAL

NATIVELY DIGITAL
» Webmetrics

» Altmetrics

X Uses ‘search as research’
Source: Adapted from Rogers, 2014.

Digitized data are often considered better than web data, as mentioned. Both culturomics and cultural
analytics have to their advantage the study of what has been described as ‘good data’. For culturomics
the queries are made in a large collection of historical books, which the researchers describe as the
study of millions of books, or approximately ‘4% of all books ever printed’ (Michel et al., 2011: 176). For
cultural analytics, the preferred corpus is the complete oeuvre of an artist (such as Mark Rothko) or the
complete set of covers of a magazine (such as Time). In those cases, the data are good because they
exist or have been captured from the beginning, cover long periods of time, and are complete, or mostly
so. One knows the percentage of missing data. With the web much of the data is from a recent past,
covers a short period of time and is incomplete, where there is often a difficulty in grasping what
complete data would be.

Two approaches in the social sciences also may be compared to digital methods: webometrics and
altmetrics. Both are scientometric or bibliometric approaches of studying reputation or impact, applied to
web data. As such they migrate citation analysis to the web, albeit in distinct ways. Webometrics studies
hyperlinks and derives site reputation or impact from the quantity and quality of links received. It uses
natively digital objects (hyperlinks) and digitized method (bibliometrics). Altmetrics is similar, employing
social media metrics (natively digital activities such as retweeting) to assign an ‘attention’ score to a
published academic article (digitized method). The score increases depending on the quantity of
mentions across online sources. Mentions in the news and in blog postings weigh more heavily than on
Reddit, for example.

VIRTUAL AND DIGITAL METHODS COMPARED

Indeed, the difficulties of moving methods and collecting data online are the subject of a social science
approach, in the computational turn, called virtual methods. While digital methods seek to make use of
the methods of the medium, virtual methods migrate the social science instrumentarium online, such as
online surveys. The transition of the methods online varies in smoothness. Virtual ethnography has been
able to define communities, enter them and observe and participate (Hine, 2005). For other techniques
virtual methods seek to overcome some difficulties inherent in the web as a site of study and data
collection realm. When surveying, the question is how to find the respondents, and whether one knows
a response rate. For sampling, similarly, there are questions about whether one can estimate the
population of websites or Facebook pages on a given topic. The migration of methods online could be
said to raise questions about the fit between the method and the medium.

Digital methods, contrariwise, strive to make use not only of born-digital data but also the methods that
are native to the medium. ‘Native’ is meant not in an ethnographic or anthropological sense. Rather it is
applied in the computing sense of that which is written for a particular processor or operating system,
rather than simulated or emulated. Native here is that written for the online medium, rather than
migrated to it.

A third type of digital object may be discussed, beyond the natively digital and the digitized. The reborn
digital object is that which was once born in the medium, archived and ‘reborn’ as an archived object in
a digital library (Briigger, 2012). Thus, the study of web archives would be the study not only of the
natively digital materials, but also of the effects of the archiving as well as the archive as institution or
regime. For example, the Library of Congress’s Twitter collection, when it is eventually made accessible



to researchers, begins with Jack Dorsey’s first tweet in March 2006, but has certain gaps (such as user
profiles only from September 2011 onwards), and researchers likely will have to take account of the fact
that Twitter’s terms of service changed a number of times (Osterberg, 2013). There are also certain
Twitter policies about the user’s intent that the archive would be expected to follow (such as not allowing
access to deleted or suspended tweets, even if available). The completeness of the collection is finite;
the Library of Congress announced that the Twitter archive would end as of 2018. Special tweet
collections still may be made, though at the time of writing none is listed. Making tweet collections, and
to what research ends, is also a subject of this book.

Digital methods have a general research strategy, or set of moves, that have certain affinities with an
online software project, mashup or chaining methodology. First, stock is taken of the available digital
objects, such as hyperlinks, tags, retweets, shortened URLSs, Wikipedia edits, anonymous user IP
addresses, timestamps, likes, shares, comments and others. Subsequently it is asked how the devices
online handle these objects. How may we learn from online methods? Here the social research outlook
enters the purview. How to repurpose the online methods and the devices so as to study not online
culture or the virtual society, but cultural condition and societal change? At that point, the question of
triangulation and benchmarking arises. How to ground the findings made with online data? Must we step
offline to do so, may we combine online and offline data and methods, or can the findings be grounded
in the online?

DIGITAL METHODS AS A RESEARCH PRACTICE

How may certain devices or platforms (e.g., the Internet Archive, Google Web Search, Wikipedia,
YouTube, Facebook, X/Twitter, Instagram, TikTok and others), be studied for social research purposes?
It should be said at the outset that digital methods are often experimental and situational, because they
develop in tandem with medium conditions and occasionally are built on top of other devices. They may
be short-lived, as certain services are discontinued. They may fall victim to changes made by a platform,
such as when a service is discontinued, advanced search in social media is removed, or if an API is
discontinued. When there are such changes, research may be affected or perhaps discontinued;
longitudinal studies are affected. Here, adding to Thelwall above, the researcher sceptical of the value of
web data becomes wary of the instability of the infrastructure that provides it. Critique, especially of
commercial search engines and social media platforms, arises. Search engines and social media
platforms may deny legitimate research use of engine results or other post data, for it may not be part of
a business model to serve researchers at least as a distinctive user group.

In the following the Internet Archive, Google Web Search, Wikipedia, YouTube, Facebook, X/Twitter,
Instagram and TikTok are each taken in turn for the opportunities afforded for social research purposes,
a la digital methods. For each the question is what digital objects are available, how are they handled by
the device, and how one can learn from the medium method, and repurpose it for social research. The
guestion of medium effects is also treated, or the study of how the medium affects the data extracted
from it.

Internet Archive

The interface on the Internet Archive, the Wayback Machine, has as its main input a single URL. One is
returned the stored pages of that URL since as far back as 1996. One also may have uniques returned.
One research practice that has been developed follows from the Wayback Machine’s single-site focus,
parlaying it into single-site histories. Changes to the interface of a homepage are captured,
screengrabbed, placed in chronological order, and played back, in the style of time-lapse photography. A
voiceover track is added, where the suggested approaches (among others) concern how the history of a
single website can tell the history of the web, the collision between old and new media (such as the
history of an online newspaper), or the history of an institution (such as whitehouse.gov). Making a
single-site history as a movie builds on particular, well-known screencast documentaries, especially the
seminal ‘Heavy Metal Umlaut’, on the evolution of the Wikipedia article of that same name, in a sense
telling the story of Wikipedia’s editing culture (Udell, 2005). Here one tells the story of a platform or
crowdsourcing through the history of a single Wikipedia article. The first example of a single-site history
screencast documentary, made from screenshots taken from the Wayback Machine of the Internet
Archive, is ‘Google and the Politics of Tabs’ (Rogers and Govcom.org, 2008). By examining the changes
to the search services privileged (as well as relegated) by google.com on its interface over time, the
story is told of the demise of the human editors of the web (and the web directory), and the rise of the
algorithm and the back-end taking over from the librarians.



Google Web Search

Google Web Search has been critiqued for its privileging mechanisms and the hierarchies it returns. For
example, does it privilege the powerful, personalized results, SEO’d websites and/or its own properties?
For some time now it also has been scrutinized for another result type: the derogatory or offensive
return. Beginning as long ago as 2004, when the query for ‘Jew’ returned an anti-Semitic site at the top
of the returns, the study of offensive returns reached a height with the publication of Noble’'s Algorithms
of Oppression (2018), which documents racist and other offensive results across multiple Google
products and services. The documentation technique could be described as algorithmic auditing or
probing, where through prompting queries the extent of problematic results is captured and measured.
Does Google Autocompletion contain stereotypes about women and older people, for example?

Google Web Search has become so familiar that it requires some distancing efforts to consider its
potential as a social research tool over its everyday value as a consumer information appliance. Google
treats such digital objects as hyperlinks, clicks, and date stamps (freshness). It is a ranking and also
status-authoring machine for sources per keyword, based on algorithmic notions of relevance.
Relevance increasingly relies on users’ clicks and the page’s freshness over how sites are linked, as in
the past. Thus one could view the results of the query ‘climate change’ as a list of websites, mainly
organizations, ranked according to relevance. Once one has a list of the ‘top sources’ for climate
change, one could query each source for the names of climate change sceptics, noting how close to the
top of engine returns each appears (and with what frequency). ‘Source distance’ is the name given to
this two-step method which seeks to measure distance from the top of the web for a given name or sub-
issue, in a larger issue space (Rogers, 2013b). It is the web equivalent of studying the top of the news
(see Eigure 1.3).

Climate Change Sceptics on the Web (Patrick Michaels)

CLIMATE CHANGE,
SCEPTICS

Figure 1.3 Source cloud. Presence of a climate change sceptic in the top Google results
for the query [‘climate change’], July 2007. Output by the Lippmannian Device, Digital
Methods Initiative, Amsterdam.

Apart from a ranking machine, Google is also a massive indexing machine, meaning, for the user, that
the contents of websites may be queried, not only for single terms but also multiple ones, so as to gain a
sense of which words appear more frequently than others. One may make use of such single-site
indexing to study an organization’s concerns. For example, Greenpeace.org is queried for all its
campaigns, individually, to gain a sense of which campaigns have greater internal resonance than
others, at least according to the number of mentions on its website (see Figure 1.4). Given Google’s
presentism, it would deliver recent concerns, though with date range queries one could begin to gain a
sense of changes in concern, or what could be called commitment. One may also query multiple



websites for single terms, or for numerous terms. For example, one could query human rights websites
for different sorts of terms — such as campaigns and sub-issues — to gain indications of the significance
of each across the range of organizations. One could imagine seeking to begin the study of the agendas
of the global human rights network in such a manner. This is precisely the purpose of the Lippmannian
Device (another use case of the Google Scraper described above in the source distance work). The
Device allows the user to create source clouds (which sources mention which issues) and issue clouds
(which issues are mentioned by the given sources).

Greenpeace Issues Ordered by Mentions on Greenpeace.org Digital Methods Initiative‘ heray. 12

nuclear (136000)

oceans (116000)
forests (93200)

agriculture (59100)
climate change (48800)

toxic pollution (18000)
peace and disarmament (8990)

Figure 1.4 Issue cloud. Greenpeace campaigns mentioned on Greenpeace.org’s
website, February 2012. Output by the Lippmannian Device, Digital Methods Initiative,
Amsterdam.

Wikipedia

Wikipedia, the online encyclopedia, has a series of principles which its editors follow in order to have its
articles achieve and retain ‘encyclopedia-ness’, namely, neutral point of view, no original research, and
source verifiability. It is also routinely returned in the top results of Google for substantive queries
(compared to navigational and transactional ones), making it a highly visible source of reference for its
users. How would a digital methods researcher approach it? When examining its affordances, Wikipedia
also has language versions, and each article has links to its other language versions (‘interwiki links’), so
that the researcher can view the collection of articles on the one subject across language Wikipedias. If
the articles are not (recently) translated, then they are available for cross-cultural (or cross-linguistic)
analysis. What may be compared? Each article has a series of digital objects such as anonymous edits
with the IP address of those editors, whose location can be looked up. Thus, one can study the places
of edits. It also has a revision history and a discussion history (talk pages), so one can study the
intensity of editing as well as of debate. Furthermore, there are the article’s title, editors (including bots),
table of contents, images and references. All may be compared. Projects such as Manypedia and
Omnipedia have automated means of comparison of Wikipedia articles across language versions, which
the former calls LPOV, or language points of view. Instead of a reference work, Wikipedia becomes the
source of study for cultural reference, or even national or cultural points of view. One case in point is the
Srebrenica massacre, which is how it is titled in the Serbian version, the Srebrenica genocide (Bosnian)
and the Fall of Srebrenica (Dutch). This is a comparison of three significant parties to the events of July
1995, when some 6000—-8000 (Serbian version), 8000 (Bosnian), or 7000—-8000 (Dutch) Bosnians were
killed (Rogers and Sendijarevic, 2012). The Bosnian entry has distinctly different images, including a 13-
year-old boy’s grave, which, given that he was not of fighting age, would be evidence of genocide (see
Eigure 1.5). The Dutch version emphasizes the military side of the story, and the Serbian, once similar in
that respect to the Dutch, is alone in providing a section on the events according to the Republika
Srpska, the part of Bosnia and Herzegovina where the town of Srebrenica is located. The articles also



do not share references, or editors. The differences between the articles, not to mention the differences
in locations of the edits as well as the activities of the editors, provide materials for the study of cultural
memory as well as controversiality, which has prompted scholars to encourage home-grown articles
over translations from the English-language Wikipedia (Callahan and Herring, 2011).

Content Warning

Please note that this example contains content relating to genocide which you may find
distressing.

Figure 1.5 Wikipedia as the study of cultural points of view. Comparison of images
present on the Srebrenica article in the Dutch, English, Bosnian, Croatian, Serbian and
Serbo-Croatian Wikipedia language versions, 20 December 2010. Output by the Cross-
Lingual Image Analysis Tool, Digital Methods Initiative, Amsterdam.

YouTube

The earliest archived YouTube page shows a dating site from which to ‘broadcast yourself’, but the
platform quickly became associated with amateur content, and more generally the user-generated
content and creativity implied in the notion of participatory culture (Jenkins, 2009). While critique arose
about the ‘cult of the amateur’ and the value of such material as ‘Charlie bit my finger’, lament followed
with the platform’s commercialization, witnessed by the overtaking of user-created videos by commercial
content (e.g., music) on the most viewed video lists. A more recent period of YouTube studies has
concentrated on the labour put in to become a YouTuber, or native micro-celebrity or influencer, in a
wide range of subject areas, including those where the utterance of extreme speech is prevalent.
Another concern lies in the ‘rabbit hole’ thesis, which purports that users are being fed more and more
extreme content so that they remain on the platform, while at the same time being affected adversely by
the bingeing. There is also the question of the extent to which platform performers (or influencers) are
taking over from other (otherwise authoritative) actors in the content served. The digital methods
approaches are critical diagnostics of the workings of the recommendation systems and device or
ranking cultures. Is it the amateur, the commercial video or the YouTuber who is recommended ‘up next’
and in search results? In an approach borrowed from Swedish researchers investigating Spotify, the
‘tear down’ of YouTube critically examines the output of its various recommendation systems,
investigating how it ranks, and who benefits. It also provides means to map channel and other networks.

Facebook

The digital objects much studied on Facebook were once ties (friends) and tastes (interests listed in
user profiles) (Lewis et al., 2008a, 2008b). Using its Pages API and the application Netvizz or
FacePager, for example, one could perform ego network research, pulling in the available data from
yourself and your friends. Facebook’s other digital objects include the profile, which provide the
opportunity to study what | refer to as postdemographics — the media preferences and tastes of sets of
social media users. In experimental work employing the advanced search of MySpace, compatibility
comparisons were made of the interests of John McCain'’s friends and those of Barack Obama, prior to
the 2008 US presidential elections where the two faced off (see Figure 1.6). Here the profiles are
repurposed to inquire into the so-called culture wars, considering the extent of the polarization between
red (Republican) and blue (Democratic) supporters according to their respective interests.



ANPEY FAQ ABOUT

PROFILE BASED ON OBAMA COMPATIBILITY  PROFILE BASED ON MCCAIN

General , barack obama, reading, music, writing, history, 17% General yes, sometimes, edwin mecain, friends, reading,
politics, movies, traveling, friends, bob marley, music, swimming, concerts, piercings, shopping,
peace, family quy, chicago, books, democrats, <om,
photography, harry potter, 35 3 u, running, the you
producers, jon stewart, the daily show, ar, senator, laguna beach, §j mccain, John mecain, the beach,
macs, napoleon dynamite, conan o'brien, sleeping, fugedi, freya, from 2utumn to 2shes, full blown
quinness, italy, the beatles, psychology, cats, chaos, from first to last
dancing, shopping, summer, poetry, democracy,
voting, gay rights, obama, mythology, coffee, borat,
concerts, george onwell, david sedaris, icons,
buddhism, ingrid chavez, pink floyd, piano

metal, get paid to take surveys!, create
, death metal, art, what?, soemtimes,

Music rediohead, belle and sebastian, the beaties, the 0% Music the shins, com, the bravery, coldplay, evanescence,
roots, pearl jam, sufian stevens, bob dylan, quster, blink 182, dido, green day, taking back
swervedriver, the smiths, cat power, nina simone, sunday, the used
2my winehouse

Movies little miss sunshine, american beauty, goodfellas, 0% Movies love actually, old school, garden state, kill bill,
alice in wonderland, amelie, 2 clockwork orange, pirates of the caribbean, napoleon dynamite,
archangel, secretary, memento, magnolia, lost in shawshank redemption, big fish, princess bride
translation, rushmore

Television the office, armested development, weeds, the daily 16% Television family guy, project runway, top chef, america's next
show, lost, heroes top model, csi, desperate housewives, lost

Books atias shrugged, books, alice in wonderland, gone 0% Books to kill 2 mockingbird, com, me talk pretty one day,
with the wind, harry potter, 1984, america: the “snezking into the flying circus, it's just enough to
book, catch-22, josef mengele, gravity's rainbow, the get the blood pumping!
baroque cycle (quicksitver, being written before
obama decied on a political career it offers 2n honest
introspective look that few other politicians could
ever have offered:

Heroes my mom, , johnny cash 0% Heroes haha, kat von d, john lennon, barry goldwater

Figure 1.6 Aggregated profiles of the interests of the top 100 friends of Barack Obama
and John McCain, MySpace.com, September 2008. Analysis and output by
Elfriendo.com, Govcom.org Foundation and Digital Methods, Initiative, Amsterdam.

Since the ‘ethics turn’ in social media research, arguably prompted by Michael Zimmer deanonymizing
Harvard College students who were the subject of the tastes and ties research discussed above,
Facebook changed its API, no longer allowing the study of friends and profiles (Zimmer, 2010a; Rieder,
2015a). Only Facebook pages (and groups) were available to the researcher, using the API. (Later
closed groups, even when joined, were no longer open to data analysis.) Thus, on Facebook the
operative digital objects for analysis became the page and the open group, together with what a user
may do there: like or react, share and comment. Pages can like other pages. In a digital methods
technique, an ‘inter-liked page network’ could be produced (with one or two degrees of separation). It
could be analysed through a network story-telling approach and/or by examining ‘most engaged-with
content’, techniques described below. A researcher also could curate a set of pages related to a
particular subject matter, such as a diaspora or a social movement, and study the content that most
animates the users of those pages. On Facebook one has access to the data set of post engagement
per page, also longitudinally. One can determine which content (and which content types) has elicited
engagement (including which types of engagement). CrowdTangle, made available to researchers
through Facebook’s Social Science One project, became a primary data source for engagement data,
though data journalists and researchers also have repurposed BuzzSumo, the marketing data
dashboard, studying, for example, the extent and persistence of the ‘fake news’ problem on Facebook
(and Instagram) (Silverman, 2016; Rogers, 2020). When studying engagement, it is important to recall
the insights that resulted from a Facebook whistleblower, who revealed that Facebook optimizes content
that elicits stronger emotions or more commentary. Producers are also optimizing content by monitoring
its performance with analytics. Thus engagement measures are driven in part by optimization strategies.
Inquiring into sensitive or underground matters may require other approaches. In a pioneering
technique, researchers put up ads in right-wing groups, inviting members to participate in a project,
thereby being transparent as well as gaining consent (Bartlett et al., 2011).

Twitter (now X)

In the early study of Twitter tweets were categorized as either banal or having pass-along value, which
eventually would be codified by its users as RT (retweets), or those tweets of such interest that they
should be tweeted again (Rogers, 2013a). The retweet was joined by other digital objects fashioned by
its users, especially the hashtag, which would group content by subject, such as an event. Retweeted
tweets per hashtag became a means of studying significant tweets of the day, such as the Iran elections
and their aftermath in June 2009. How to repurpose the stream? In an effort to ‘debanalize’ Twitter, one
digital methods approach has been to invert the reverse chronological order of Twitter and place the
most significant retweets per hashtag in chronological order, so as to tell the story of an event from



Twitter (see Figure 1.7). Here the key question remains the relationship between what is happening on
the ground and in social media — a debate that was led by Evgeny Morozov, who quotes Al Jazeera’s
head of new media as saying that during the Iran election crisis there were perhaps six Twitter users
tweeting from the ground in Tehran (Morozov, 2011).

#iranelectionRT

Wow - Twitter search can let you see all the Iran election tweets coming out of Tehran
http://bit.ly/x5C8P #IranElection W ; ewcers Prosecutor General declares unequal airtime given to
candidates is against the law http://bit.ly/1bhCHk #IranElection ? : retwects  Mousavi boycotts TV
debate due to unfair time allocation: 20 min to Ahmadinejad, 1:41 to Mosuavi #lranElection
‘?’  retweets RT@LaraABCNewsAhmedinejad = Bush, Mousavi = #Obama? Sadjadpour's
neat analysis of #iranelection http://bit.ly/14jy0Y W retweers Marc Lynch asks "Could there be a
Mousavi Effect?" http://bit.ly/12hkAW #lranElection #retweet_thursday W cuwees RT: @alexlobov:
RT @keyvan Expect internet connection problems and new wave of filtering in Iran within next 72
hours. #lranElection V Mousavi will hold emergency press conference in 15
mins in Tehran http://havadaran.net/archive/00309.php #lranElection V retweers - My conclusions
after seeing 100s of #lranElection photos: Tehran looks a lot like Tel-Aviv and ALL Iranian girls are
beautiful W ; reuweers Reports says more that 80% are electing. This is very high, first time in the
history of islamic republic #iranelection S gy Latest photos from Tehran:
www.flickr.com/mousavi1388/ (updated every minute) #lranElection Wi renoeers Mousavi has been
arrested!!!lll http://tr.im/oopK #iranelection Wi caees SMS is down, Moussavi's websites and
Facebook are filtered, state TV is celebrating and people are in the streets. #lranElection
W 1o retweets PLEASE RT (ReTweet) these pictures http://twitpic.com/7c851 AND

http:/fow.ly/e11H and this hashtag "W ;. wwwecrs Dear Iranian People, Mousavi has not left you, he

has been put under house arrest by Ministry of Intelligence #lranElection W &0 rerweers  #iranelection

We witnessed police spraying pepper gas into the eyes of peaceful female protesters \" 36 retweets

Figure 1.7 Top three RTs per day with #iranelection hashtag, 10-30 June 2009, in
chronological order, telling the story of the Iran election crisis from Twitter. Data
collection at rettiwt.net. Digital Methods Initiative, Amsterdam, 2009.

Twitter, the company, began to recognize, as its co-founder Jack Dorsey related, that it does ‘well at
natural disasters, man-made disasters, events, conferences, presidential elections’ (Sarno, 2009b). It
changed its slogan in 2009 from ‘What are you doing?’ to ‘What’s happening?’, indicating a shift from
Twitter as a friend-following tool (for ambient or remote intimacy) to a news medium for following events,
especially elections and disasters. Here Twitter becomes a data set not only of commercial but also
historical value, indicated by the significance of the Library of Congress’s embracing Twitter as a digital
archival project. Routines to build tweet collections and to output them as event chronologies for ‘remote
event analysis’ are among the scholarly uses and the specific digital methods developed and discussed
below. One also may make a tweet collection of an ‘issue space’, such as global health and
development or human rights. Once demarcated, the space of actors posting campaigns, event
announcements, resources, story links and other formats to do the issue (so to speak) may be studied
with a variety of techniques, including ‘critical analytics’. These are engagement metrics that seek to
research dominant voice, matters of concern, commitment, positionality and alignment. They are critical
in two senses. First, they provide an alternative to ‘vanity metrics’, or brute follower counts often boosted
by paying for better numbers, which allows one to show off. Second, they demonstrate whether the
space marginalizes certain participants and issues, at the same time scrutinizing the dominant actors for
issue trend-following and other commitment critiques.

Instagram

Instagram, the platform that gained popularity through its photo filters, has evolved over the years from
one associated with selfies to all manner of lifestyle influencers and finally to a site for the study of ‘fake
followers’ as well as misinformation. Early selfie research, exemplified by the Selfie City project, relied
on the Instagram API (later discontinued), whereby one could query a hashtag as well as geo-
coordinates (such as the five ‘selfie cities’ Los Angeles, Rio, Tokyo, Berlin and Moscow), inquiring into



city mood or sentiment through the facial expressions on the selfies from those places. Influencers and
digital nomads, with their seemingly luxurious or otherwise enviable lifestyles, it was found, depended
on ‘visibility labour’ (Abidin, 2016) on the production side as well as ‘relational labour’ (Baym, 2018) to
build an active fan base. Where the former relates to creating a particular staging aesthetic, referred to
as ‘Instagramism’ (Manovich, 2017), the latter relates to how one remains authentic, relatable,
approachable or otherwise ‘insta-friendly’.

Digital methods approaches to Instagram, summed up in the term Instagrammatics, rely on the available
digital objects (such as hashtags, geo-coordinates, filters) and, after querying either scrapers or
CrowdTangle, concern themselves largely with engagement, asking for example whether Instagram
influencers or subject matter experts are returned at the top of queries for the pandemic, Covid-19 or
vaccine. Are the influencers at the top propagating conspiracy theories or debunking them? Here the
guestion relates to the social responsibility of the platform performers, a question that may be put to
other social media, too. The market for ‘fake followers’ on Instagram is also of interest, since it was
found that celebrities across multiple sectors (politicians, sports stars, musicians, etc.) purchased them
(Confessore et al., 2018). How to determine the authenticity of followers and the kind of symbolic power
accrued when having masses of inauthentic ones?

TikTok

Since its launch in 2018, TikTok, the platform that contains short videos whose style originated from
recordings of people singing or lip-syncing to popular songs on Musical.ly, has attracted scholarly
attention for its user culture, or vernacular, particularly how ‘audio memes’ emerge (Abidin, 2021,
Hautea et al., 2021). Content creators appropriate popular songs from other videos, thereby creating a
collection of videos unified by a TikTok sound. Users also can navigate the platform by song, watching
videos that contain the same one. TikTok has other ‘native’ features such as stitching and dueting where
a new video contains elements of another video or is set side-by-side the other video in a split screen.
These navigational and editing features invite imitation trends, which has prompted scholars to dub
TikTok users ‘imitation publics’ (Zulli and Zulli, 2022). The digital methods approach put forward here
explores these publics, using relationships between sounds and hashtags for their study. To what extent
do these publics follow sound trends, no matter the subject matter? Or do sounds have politics, which
can be construed by the hashtags associated with them?

BEYOND SINGLE-PLATFORM STUDIES

Single-platform studies have come into being largely owing to API-driven (and accompanying tool-
driven) research. Rather than being researcher led, the social media company also dictates the data
available, and the terms of accessibility. ‘“Transmedia’ and cross-media scholars often lament the focus
on the single platform, both conceptually and empirically, as | relate below (Jenkins, 2011). The story of
an event or issue space (including campaigns and their effectiveness) may unfold across multiple
platforms, and actors readily employ more than a single platform to do their issue work. Hyperlink
analysis software (such as the Issuecrawler or Hyphe) could provide insights into the key platforms (as
well as websites) of relevance to a subject matter, and also point to which platforms may be worthy of
study. Each could be studied in isolation, but, as | elaborate, strategies for undertaking cross- platform
analysis benefit from a comparison of the data points of each platform (e.g., likes on Facebook and
X/Twitter, hashtags on X/Twitter and Instagram, web links and keywords on most platforms). Also of
importance is an appreciation of how the platforms differ (e.g., hashtag inflation on Instagram compared
to X/Twitter). Performing cross-platform analysis thus is also the study of distinctive platform use
cultures or ‘platform vernaculars’.

DIGITAL METHODS’ REPURPOSING OUTLOOK

Digital methods begin with an observation concerning the ontological distinction between objects born in
the medium and those migrated to it. The observation is extended subsequently to methods. There are
those methods that could be described as ‘of the medium’ and those that have been ported onto it.
While not absolute (or absolutist), the differentiation between the natively digital and the digitized (in
terms of both content and method) prompts reflection on how to approach the medium for research
purposes. Rather than lament data ephemerality and medium instability and conclude that web data are
not good data, could one begin with asking what is available? Can one learn from the methods built in,
and repurpose them for research?



‘Repurposing’ in digital methods shares a lineage or outlook with such approaches as reverse
engineering and unobtrusive measures. It also draws most readily from new media practice with the
open web, also known as mashup or remix culture, albeit applied to research.

With reverse engineering one develops an understanding of a system (and specs it out, so as to imitate
or emulate it) ‘without the original drawings’ (Chikofsky et al., 1990: 14). In a similar manner, without
knowing the contents of the proverbial black box, one learns from the medium and redeploys that
knowledge. How do the engines and platforms recommend content, and how could one learn from such
workings? With engines one reads the trade press (including the search engine optimization (SEO)
literature) and saves engine results; with platforms one also examines the API as well as the data
dashboard noting the (changing) data fields available to the researcher. ‘Reversing’ is also part of other
techniques put to use. Above, mention was made of reverse look-up software, for example, when
identifying the multiple websites associated with a single Google Analytics or AdSense ID. ‘Reverse
image search’ is another case in point, where one looks up which websites contain a particular image
facsimile or approximation.

The repurposing approach also has affinities with the study of residuals, otherwise known as
unobtrusive measures. With such an approach one obtains data through ‘non-reactive’ means,
eschewing the survey and questionnaire for a focus on traces (Webb et al., 1966). What may be
observed and learned from the traces left by users online? For example, ‘shares’ in social media not
only are means of post placement and boosting (as we learn from platform methods), but also could be
said to be indicators of the content that animates groups. Perhaps traces are no longer the preferred
term, for one is often conducting research with logged (rather than left) activities on the basis of what
once was called ‘registrational interactivity’. Users are also prompted (or primed) by platforms as they
recommend content that is more likely to draw out engagement, though users should be considered
‘active’ rather than platform ‘dummies’ or ‘dopes’ clicking whatever is served up. The study of
engagement is therefore a mix of what the platform and producers optimize, together with what the
users decide to interact with.

Digital methods, finally, should be viewed as a webby project of ‘putting things on top of other things’, as
the net artist Heath Bunting once described new media. Web cartographers also describe the early
mashups (or ‘web application hybrids’) as such (Woodruff, 2011). ‘Repurposing’ also speaks to other
new media ‘re-’ words, such as remixing (in the creative output sense used by Lawrence Lessig, 2004).
Practically speaking, one takes stock of the digital cultural landscape for the objects on hand, asks how
they are treated by online devices, and considers how that stock-taking and device-learning could be
put to a productive research use. Hyperlinks connect webpages but can be indications of reputational
value; retweets are content-sharing gestures but can be viewed as content valuations; and likes are
social bonding as well as animation indicators. More specifically, shared Google Analytics and AdSense
IDs show common ownership, but when mapped could also make visible influence networks or media
group strategies. Indeed, throughout this book one takes note of how online objects and methods may
be recombined and reused.



TWO Starting with query design

On formulating research questions as queries
When words are keywords

Query design is a term that refers to curating collections of data in a way
that suggests research projects or even builds in research questions. There
are two essential components to query design: making keyword as well as
source lists. In this chapter I present a general strategy for keyword list
building; they may be terms, but they may be other substantive digital
objects such as hashtags. How does one go about making lists of keywords
and to what ends? One method of query design that I discuss at some length
is the programme/anti-programme approach, where one builds competing
lists of keywords.

Subsequently, I discuss source list building, especially a technique referred
to as associative query snowballing. Here Google or another search engine
is queried iteratively in order to make lists of URLs; Facebook Pages;
X/Twitter, Instagram and TikTok hashtags; or other substantive digital
objects. (These engine queries may be supplemented with platform
searches.) Ultimately, one fuses these two techniques: querying keywords
in the curated source lists or in platforms more broadly.

The question of what constitutes a keyword is the starting point for query
design, for that is what makes querying and query design practically a part
of a research strategy. When formulating a query, one often begins with
keywords in order to ascertain who is using them, in which contexts and
with what spread or distribution over time. In the following a particular
keyword query strategy or design is put forward, whereby one queries
competing keywords, asking whether a particular term is winning favour
and among whom.

The keyword has its origins in the notion of a ‘hint’ or ‘clue’. The New
Oxford American Dictionary calls it ‘a word which acts as the key to a
cipher or code’. In this rendering, keywords have not so much hidden but



rather purposive meaning that enables an unlocking or an opening up.
Relatedly, Raymond Williams, in his book Keywords, discusses them in at
least two senses: ‘the available and developing meanings of known words’
and ‘the explicit but as often implicit connections which people are
making’ (1975: 13). Therefore, behind keywords are both well-known
words (elucidated by Williams’s elaborations on the changing meaning of
‘culture’ over longer periods of time, from the high/low distinction to an
ethnographic sense of ‘everyday life”) or neologistic phrases such as
concerns surrounding ‘blood minerals’ or the more defused ‘conflict
minerals’ mined and built into mobile phones. The one has readily
available yet developing meanings and the other are new phraseologies that
take positions.

For the query design I am proposing, the purposive meaning of keywords is
captured by Williams most readily in his second type (the new language
that positions). The first type may apply as well, as in the case of a new use
or mobilization of a phrase, such as ‘new economic order’ or ‘land reform’.
The question then becomes what is meant by it this time.

Query design with the ‘programme’ and ‘anti-programme’
approach

Concerning how deploying a keyword implies a side-taking politics, I refer
to the work of Madeleine Akrich and Bruno Latour (1992) and others, who
have discussed the idea that, far from having stable meanings (as Williams
also related), keywords can be parts of programmes or anti-programmes.
The term ‘programme’ refers to efforts made at putting forward and
promoting a particular proposal, campaign or project. Conversely, anti-
programmes oppose these efforts or projects through keywords. Following
this reading, keywords can be thought of as furthering a programme or an
anti-programme. There is, however, also a third type of keyword I would
like to add, which refers to efforts made at being neutral. These are specific
undertakings made not to join a programme or an anti-programme. News
outlets such as the BBC, the New York Times and the Guardian often have
dedicated style guides that advise their reporters to employ certain stance-
free language and avoid laden terms. For example, the BBC instructs



reporters to use generic wording for the obstacle separating Israel and the
Palestinian Territories:

The BBC uses the term ‘barrier’, ‘separation barrier’ or
“West Bank barrier’ as an acceptable generic
description to avoid the political connotations of
‘security fence’ (preferred by the Israeli government)
or ‘apartheid wall’ (preferred by the Palestinians).
(BBC Academy, 2013)

When formulating queries, it is pertinent to consider keywords as being
parts of programmes, anti-programmes or efforts at neutrality, as this
outlook allows the researcher to study trends, commitments and alignments
between actors. In a sense, the query design pits keyword campaigns
against one another, inquiring into which one is finding favour and with
whom. To this end (and in contrast to discourse analysis), one does not
wish to have equivalents or substitutes for the specific issue language being
employed by the programmes, anti-programmes and the neutral
programmes. For example, there is a difference between using the term
‘blood minerals’ or the term ‘conflict minerals’, or using ‘blood diamonds’
or ‘conflict diamonds’, because the terms are employed (and repeated) by
particular actors to issuefy, or to make into a social issue, forced and often
brutal mining practices that fuel war (blood diamonds or minerals) or to
have industry recognize a sensitive issue and their corporate social
responsibility (conflict diamonds or minerals). Therefore, they should not
be treated as equivalent and grouped together, when one is seeking to study
who favours which terms.

Here it is useful to return to the point that one should use quotation marks
around keywords when querying, in order to return exact matches. Without
quotation marks and thus exact keyword queries, Google, for one, returns
equivalents. Mobile phone and cell phone are examples of equivalents.
Indeed, one should treat ‘conflict minerals’ and ‘blood minerals’ as
separate because, as parts of specific programmes, they show distinctive
commitments and can help to draw alignments. If someone (often a
journalist) begins using a third term, such as ‘conflict resources’, it
probably constitutes a conscious effort at being neutral and not joining the



programmes using the other terms. Those who then enter the fray and
knowledgeably employ what have become keywords (in Williams’s second
sense) can be said to be taking up a position or a side or avoiding one.

A programme and an anti-programme on display

To demonstrate the notion of programmes, anti-programmes and efforts at
neutrality further, the Palestinian—Israeli conflict, alluded to above, presents
a compelling case for studying positioning as well as (temporary)
alignment. There are two famous recorded exchanges that took place at the
US White House: firstly, between President George W. Bush and the leader
of the Palestinian Authority, Mahmoud Abbas; and, secondly, between
President Bush and the Prime Minister of Israel, Ariel Sharon (see Figure
2.1). These exchanges, from the time when the barrier was under
construction, show the kinds of positioning efforts that are made through
the use of particular terms and thus the kind of specific terminology that
one should be aware of when formulating queries. They also reveal
temporary alignments that put diplomacy on display, with the US President
using the Palestinian and then the Israeli preferred terminology in the
company of the respective leaders, but only partly, thereby never fully
taking sides.

The first exchange between President Bush and the Palestinian leader,
Abbas, begins with a discussion in which Bush refers to the barrier as a
‘security fence’, which is the official Israeli term. Abbas then makes an
attempt to correct this keyword by replying with the term ‘separation wall’,
thereby using a very different adjective — separation instead of security — to
allude to the interpretation of the purpose of the barrier as separating
peoples and not securing Israel, as well as a poignant noun, wall. The word
‘fence’, as in the Israeli ‘security fence’, connotes a lightweight,
neighbourly fence. By calling it a ‘wall’, however, Abbas connotes the
Berlin Wall. The third person in this exchange, the journalist, then steps in
with the term ‘barrier wall’ in an effort not to take sides, though at the
moment ‘wall’ actually gives the Palestinian position some weight.
Following this exchange, Bush, being diplomatic, realizes when talking to
Abbas that the word ‘wall’ is being used, so he switches terms and



concludes by using, albeit without an adjective, the term ‘wall’, which
would validate Abbas and clash with the official Israeli term.

w.The figure shows a block for the use of keywords.Description

Figure 2.1 The use of keywords by US, Palestinian and Israeli
leaders, showing (temporary) terminological alignments and
diplomacy. Exchanges between the leaders at the Rose Garden,
US White House, 2003.

Four days later, the Israeli Prime Minister, Sharon, visits the White House
to talk to President Bush, and he begins by using ‘security fence’, the
official Israeli term. A journalist steps in and seems not to have read any
newspaper style guides on the matter, because he first says, ‘separation
fence’ and then ‘wall’. The journalist, moreover, does not use ‘security
fence’ and, therefore, the question he poses, while critical, also seems one-
sided for it was preceded by quite some Palestinian language (separation,
wall). Bush concludes by being diplomatic once again to both parties
involved: he is tactful to Sharon by using the word ‘fence’, but he does not
use any adjective so as to be wary of Abbas, his recent visitor.

Wall and fence talk in the Middle East, of course, is very specific conflict
terminology, but it does highlight a particular programme (‘security fence’),
an anti-programme (‘separation wall’) as well as an effort at being neutral
(‘barrier wall’). It also shows how temporary alignments, often only partial
ones, are made with great tact, providing something of a performative
definition of diplomacy.

Issue spaces can be analysed with this sort of keyword specificity in mind.
A related example in this regard concerns the United Nations Security
Council’s debates on the barrier between Israel and the Palestinian
Territories, which took place in 2003 and 2005 when it was first being
constructed (Rogers and Ben-David, 2010). The terms used by each
country participating in the debates were lifted directly from the Security
Council transcripts. The resultant issue maps, or bipartite graphs, contain
nodes that represent countries, clustered by the term(s) that each country
uses when referring to the barrier (see Figures 2.2 and 2.3). The network
clearly demonstrates the specificity of the terminology put into play by the



respective countries at the table as well as the terminological alignments
that emerge. When countries utter the same term, groupings or blocs form,
to speak in the language of international relations. For example, the largest
surrounds ‘separation wall’, and mention of other terms (‘expansionist
wall’, ‘racist wall’, ‘security wall’, ‘the barrier’, ‘the fence’, ‘the wall’, ‘the
structure’, ‘separation barrier’ and so forth) make for smaller groupings or
even isolation.

In 2003 a majority of countries come to terms around ‘separation wall’ or
‘the wall’, both Palestinian side-taking keywords, and there is a smattering
of more extreme terms, such as ‘racist wall’. On the other side of the
divide, the term ‘security fence’, the official Israeli nomenclature, is only
spoken by Israel and Germany, showing terminological alignment between
the two countries. Two years later, in 2005, the next UN Security Council
debate on the barrier took place, and a similar pattern of terminology use
emerged, albeit with two distinct differences. Neutral language has found
its way into the debate, with ‘the barrier’ enjoying support. And this time,
Israel is alone in using the term ‘security fence’ and is thereby isolated.

w.The figure shows a block with the title Term usage by official
state delegates at the U.N. Security Council meeting, 14 October

2003.
Description

Figure 2.2 Cluster graph showing co-occurring country uses of
terminology for the structure between Israel and the Palestinian
Territories, UN Security Council meeting, 2003. Visualization by
Reseaul.u and Marieke van Dijk.

Source: Rogers and Ben-David, 2010.

«.The figure shows a block with the title Term usage by official
state delegates at the U.N. Security Council meeting, 21 July

2005.
Description

Figure 2.3 Cluster graph showing co-occurring country uses of
terminology for the structure between Israel and the Palestinian



Territories, UN Security Council meeting, 2005. Visualization by
Reseaul.u and Marieke van Dijk.

Source: Rogers and Ben-David, 2010.

Countries are ‘linked’ or isolated by terminology. They settle into
positionings by subscribing to programmes, anti-programmes and efforts at
neutrality, together with light gestures towards the one side or another (e.g.,
by using just ‘wall’ or ‘fence’). In some cases, there are evident language
blocs. Each bloc shows alignment in that countries (over time) come to
terms with other countries by means of using the same language. It is
precisely this alignment of actors to programmes, anti-programmes or
efforts of neutrality that one seeks to build into query design from the
outset.

Associative Query Snowballing

How to build a list of websites to be queried (in a search engine) for
keywords in order to answer a research question about which
programme/anti-programme is winning favour or, in another research
strategy, which matters of concern are in ascendancy? How to curate lists of
X/Twitter, Instagram or TikTok hashtags or Facebook Pages in order to
query either a demarcated subset of a platform and the platform more
globally? Several social media research strategies that follow in the
chapters (e.g., remote event analysis, segmented audience analysis and
antagonistic hashtag publics) begin with curating such lists. In the
following the associative query snowballing technique is detailed; it is a
method, or heuristic, to build a list of URLSs, hashtags or Facebook Pages
using a search engine. Subsequently, I discuss social media and search
engine research strategies that make use of them.

The example of list building below is for webpages of the ‘extreme right’
in Spain; however, much of the process is the same for any list of groups or
hashtags in any country or across multiple ones. After the step-by-step
instructions to create a list of webpages, I note how to apply the technique
to create a list of hashtags as well as Facebook pages, which relies on other
query design.



1. Open the Google search engine in the browser. If undertaking country-
specific list making, use the appropriate ‘region’ setting in Google’s
interface. Design a broad query that will output extreme right groups
in Spain. For example, use [Grupos de extrema derecha en Espafia]
(translation: ‘Extreme right groups in Spain’).

2. After performing the query, the user is returned a set of results, some
of which are lists. ‘List’ is meant in a broad sense. For example, a
news article that reviews the most influential extreme right-wing
groups usually will name a number of them across the article. One
might find that the article refers to parties or groups not only from the
country in question but also to other international groupings. From the
pages and articles extract the names of the groups that correspond to
the country in question, and also find the URLs and include them in a
spreadsheet. Suppose in this first step two main groups have been
found: Espafia 2000 and Plataforma per Catalunya.

3. Return to Google, using the same settings. Enter the names of the
groups found in the previous search results as a query using quotation
marks: [‘Espafia 2000’ ‘Plataforma Catalunya’]. The fresh set of
results returned contain ideally not just the two groups used in the
query but also new ones that will be associated with them (associative
snowballing). Comb through the results, select the names of the new
groups and add them to the spreadsheet. For example, the first result
contains the new name, ‘Democracia Nacional’.

4. Enter the two initial groups (Espafia 2000 and Plataforma per
Catalunya) together with the new group (Democracia Nacional) in the
search box, using quotation marks around each group. Again, one will
receive results in which the three groups may be associated with other
groups. Add the new ones, including their URLSs, to the spreadsheet.

5. Repeat until either the same results continue to be returned or no new
groups are found. For the purposes of robustness, one may wish to
make queries that contain new combinations of fewer groups.

6. As a note, the last groups to make the lists could be thought of as
marginal or historical. It is advisable, as a last step, to query the
marginal groups separately, which ideally will return a new set of even
more marginal groups, though these also could be from other
countries. Repeat until no new country-specific results are found.



The next step, which is optional, entails finding expert lists, compiling
them and adding them to the web list, which then constitutes the final list.

1. Search for academic literature that mentions the extreme right in
Spain. Academic articles and grey literature case studies usually have
their own collections of names. One may use Google Scholar to query
in the original language or in English, again employing broad search
terms: [extreme right-wing Spain]. From the results explore and
choose approximately three or more articles that you have detected
containing lists. Recall that lists do not always look like lists.

2. Extract the names of the groups, and search for the groups’ URLs, if
(as is often the case) they are not included. Make a list of all groups
and URLs. This is the expert list.

3. Compare the web list (from the associative query snowballing
technique) with the expert list. There is a list comparison tool,
‘triangulation’, at https://tools.digitalmethods.net/beta/triangulate/. It
shows the URLs unique to each list as well as those that are common.

4. Take note of the groups or other entities that are unique to the expert
list or to the web list. Query the unique groups’ names in the search
engine and ascertain whether it has one or more URLs. Retain those
groups on the expert lists that have a web presence, that is, one or
more associated URLs claiming to represent or give significant voice
to the group.

5. Concatenate the URLs from the web list and the expert list.

Finally, one may take note of what the web yields in comparison to the
expert. One may compare epistemologies (how lists are made) as well as
ontologies (types of lists). Expert lists (including Wikipedia’s) are often
exhaustive and alphabetical, and include historical actors, while web lists
outputted by search engines are in the main hierarchical and fresh.

For hashtag lists, use Google or another search engine and insert a query of
one or more hashtags. The hashtags should be in quotation marks, as
without quotation marks the engine may treat them as keywords. For the
query, ‘#blacklivesmatter’, one may note that it co-occurs with other
hashtags such as ‘#blm’. When querying the two together, the yield
becomes richer, with additional hashtags. Such a list, built in this manner,


https://tools.digitalmethods.net/beta/triangulate/

could be considered a programme. If, however, one would like to study
counter-hashtags or counter-hashtag publics, either separately or
symmetrically, the research strategy would be different; there are
reactionary, anti-programme hashtags such as #bluelivesmatter as well as
#alllivesmatter. One scholar has called them a ‘post-racial rhetorical
strategy’ (Orbe, 2015). If one would like to study the debate, the query
would be: ‘#blacklivesmatter’ ‘#alllivesmatter’. For the anti-programme
only, the query of only #alllivesmatter could lead to related ones such as
#PoliceLivesMatter and #BlueLivesMatter.

The query design for building a list of Facebook Pages (to analyse the posts
that most engage them) is a two-step procedure, where one first queries
Google or another search engine for facebook.com and a keyword, such as
Somali diaspora. More formally one can employ a site query with the
keyword: site:www.facebook.com Somali diaspora. Quotation marks return
Facebook Pages (and Groups as well as Events) with that exact phrase. The
absence of quotation marks yields a broader trawl.

Designing ambiguous and unambiguous queries

If one peruses the search engine literature, there are mentions of
navigational queries, transactional queries and informational queries,
among other types. Yet, on a meta level, we can broadly speak of two kinds
of queries: unambiguous and ambiguous. The original strength of Google
and its PageRank algorithms lay in how it dealt with an ambiguous query
that matches more than one potential result and thereby is in need of some
form of ‘disambiguation’. An example that was often used in the early
search engine literature is the query ‘Harvard’. It could refer to the
university, a city (in Illinois, USA) or perhaps businesses near the
university or in the city. It also could refer to the man who gave the
university its name. By looking at which sites receive the most links from
the most influential sites, PageRank would return Harvard University as the
top result because it would presumably receive more links from reputable
sources than a dry-cleaning business near the university, for example,
called Harvard Cleaners. The outputs depend on a disambiguating
mechanism (Google’s PageRank) that places Harvard University at the top.
The ability to disambiguate is also thereby socio-epistemological or one
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that reveals and stabilizes social hierarchies. Harvard University is at the
top because it has been placed there through establishment linking
practices.

More recently, the inlink has been supplemented as an authority marker by
other so-called signals such as user clicks and freshness, as discussed in the
Search as Research chapter.

Suffice it to say, the social researcher may take advantage of how the
search engine treats ambiguous queries. As a case in point, the ambiguous
keyword ‘rights’ is queried in a variety of local domain Googles (e.g.,
google.co.jp, google.co.uk), in order to create hierarchies of concerns
(rights types) per country (or Google country), thereby employing Google
as a socio-epistemological machine.

Contrariwise, an unambiguous query is one in which it is clear which
results one is after (e.g., ‘Harvard University’). If we return to the cluster
maps of countries using particular terms for the barrier between Israel and
the Palestinian Territories, recall that precise terms are used. By putting
these terms in quotation marks and querying them, Google would return an
ordered list of sources that use those specific terms. If one forgoes the use
of quotation marks in the query, Google, as mentioned, ‘helpfully’ provides
the engine user with synonyms or equivalents of sorts.

It is instructive to point out a particular form of annotation when writing
about queries. When noting down the specific query used, Google’s own
recommendation is to use square brackets as markers (Cutts, 2005).
Therefore, a query for ‘apartheid wall’ with exact match quotation marks
included would be written, [‘apartheid wall’]. Oftentimes, when a query is
mentioned in the literature, it will have only quotation marks without the
square brackets. A reader is often left wondering whether the query was in
fact made with quotation marks or whether the quotation marks are used in
the text merely to distinguish the term as a query. To solve this problem, the
square brackets annotation is employed. If one’s query does not have
quotation marks they are dropped but the square brackets remain.

Research browser



There are two preparatory steps to take prior to doing search as research.
The first is to install a research browser. This means installing a separate
instance of one’s browser, such as Firefox, or creating a new profile in
which you have cleaned the cookies and otherwise disentangled yourself
from Google. The second is to take a moment to set up one’s Google results
settings. If saving results for further scrutiny later (including manual
interpretation as in the Rights Types project discussed below), set the
results from the default 10 to 20, 50 or 100. If one is interested in
researching a societal concern, one should set geography in Google to the
national level — that is, to the country-level ‘regional’ setting and not to the
default city setting. If one is interested in universal results only, consider
obfuscating one’s location. In all cases one is not logged into Google.

One example of research conducted using unambiguous queries concerns
the Google image results of the query for two different terms for the same
barrier: [‘apartheid wall’], which is the official Palestinian term for the
Israeli—Palestinian barrier mentioned previously, versus the Israeli term,
[‘security fence’] (see Figure 2.4). The results from these two queries
present images of objects distinct from one another. The image results for
[‘apartheid wall’] contain graffitied, wall-like structures, barbed wire,
protests, and people being somehow excluded, whereas with [‘security
fence’] there is another narrative, one derived through lightweight, high-
tech structures. Furthermore, there is a series of images of bomb attacks in
Israel, presented as justification for the building of the wall. There are also
information graphics, presenting such figures as the number of attempted
bombings and the number of bombings that met their targets before and
after the building of the wall. In the image results we are thus presented
with the argumentation behind the building of the fence. The two narratives
resulting from the two separate queries are evidently at odds, and these are
the sorts of findings one is able to tease out with a query design in the
programme/anti-programme vein. Adding neutral terminology to the query
design would enrich the findings by showing, for example, which side’s
images (so to speak) have become the neutral ones. Studying the politics of
neutral or generic images also may be undertaken with Getty Images, the
stock image company, where for example the number one image sold for
[woman] has changed over time from one lightly clad in bed to mountain



hiker, or ‘from sex object to gritty woman’, as the New York Times phrased
it (Miller, 2017).

«.The figure shows a block with the title “Image Clash”. Inside it,
there are contrasting images for apartheid wall on the left and
security fence on the right in Google Images query results, July
2005.

Figure 2.4 Contrasting images for [‘apartheid wall’] and
[‘security fence’] in Google Images query results, July 2005.

Search engine artefacts

When doing search as research as above, the question is often raised
whether and under what circumstances to remove Google artefacts and
Google properties in the results. Wikipedia, towards the top of the results
for substantive queries, is ranked highly in the results for the query
[‘apartheid wall’] yet has as the title of its article in the English-language
version an effort at neutrality in “West Bank barrier’. (The article, as one
may expect, includes a discussion of the various names given to the
barrier.) While a Google artefact, Wikipedia’s efforts at neutrality should be
highlighted as such rather than removed. A more difficult case relates to a
Google artefact in the results for an underspecified query [rights] in
google.com, discussed in more detail below. At the time of the analysis, the
non-governmental organization R.I.G.H.T.S. (rightsforartists.com) was
returned highly in the results, owing more to its name than to its
significance in the rights issue space. Here again the result was retained,
and footnoted (or highlighted) as a Google artefact, which in a sense
answers questions regarding the extent or breadth of artefacts in the
findings. Here the research strategy is chosen to highlight rather than
remove an artefact, so as to anticipate critique and make known media
effects.

The last example is a project using an ambiguous query that takes
advantage of Google’s social sorting. In this case we undertook a project
about rights, conducted by a large group of researchers who spoke some 30
languages among them. Using this abundance of diverse language skill, we



set about determining what sorts of rights are held dear to particular
cultures relative to others. In the local languages we formulated the query
for [rights], and we ran the query in all the various local domain Googles
per language spoken, interpreting the results from google.se as Swedish
concerns, .fi for Finnish, .ee for Estonian, .lv for Latvian, .co.uk for British
and so forth. With the results pages saved as HTML (for others to check),
the researchers were instructed to work with an editorial process where
they manually extract the first ten unique rights from the search results of
each local domain Google. Information designers visualized the results by
creating an icon for each rights type and a colour scheme whereby unique
rights and shared rights across the languages (or local domain Googles) are
differentiated. The resultant infographic graphically shows rights
hierarchies per country as well as those rights that are unique to a country
and those shared among two or more countries. One example of a unique
right is the case of Finland, in which the ‘freedom to roam’ is high on the
list (see Figure 2.5). Far from being a trivial issue, this right implies that
one can walk through someone’s backyard, whereas in other countries (e.g.,
the UK) ramblers make great effort lobbying for the right to ramble and
walk the ancient pathways. Another example is in Latvia, where pension
rights for non-citizens are of particular importance.

w.The figure shows four badges in four columns.

Figure 2.5 Rights types in particular countries, ranked from
Google results of the query [rights] in the local languages and
local domain name Googles (google.se, google.fi, google.ee and
google.lt), July 2009. Black indicates a unique right (on the
graphic).

Source: Rogers, 2013b.
Conclusions: Query design for search as research

Digital methods have been developed as a distinctive strategy for internet-
related research where the web is considered both unstable and an object of
study for more than digital culture only. As a part of the computational turn
in social research, digital methods may be considered as a counterpart to



virtual methods, or the importation of the social scientific instrumentarium
onto the web, such as online surveys (Rogers, 2009a). Digital methods, as
an alternative, strive to employ the methods of the medium, imagining the
research affordances of engines and platforms, and repurposing their
methods and outputs for social (and medium) research.

The above is foundational in the sense of outlining certain premises of
digital methods but also the nitty-gritty of doing online analysis. In
conclusion, I would like to return to the premises of doing digital methods
with Google Web Search in particular as well as to the finer points of query
design, which underpins ‘search as research’ as an approach distinctive
from other analytical traditions, such as discourse analysis.

First, in the digital method of search as research, Google is repurposed
from its increasing use as a consumer information appliance, with
personalized results that evermore seek to anticipate consumer information
needs (such as with autosuggest or the erstwhile service, Google Instant,
which populated the results page as one typed a query). Rather, with digital
methods, Google is relied upon as an epistemological machine, yielding
source hierarchies and dominant voice studies (through its ranked results
for a keyword query) as well as individual actor commitment (through its
quantitative counts for a single or multiple site query). Transforming
Google back into a research machine (as its founders asserted in the early
papers on its algorithms) these days requires disentangling oneself from the
engine through the installation of a clean research browser and logging out.
Once in use, the research browser is not expected to remove all Google
artefacts from the output (e.g., Google properties, SEO’d results); rather
they become less obfuscated and an object of further scrutiny (medium
research), together with the social research one is undertaking with
repurposed online methods.

Query design is the practice behind search as research. One formulates
queries whose results will allow for the study of trends, dominant voice,
positioning, commitment, concern and alignment. The technique is
sensitive to keywords, which are understood as the connections people are
currently making of a word or phrase, whether established or neologistic,
leaning on Raymond Williams’s second definition of a keyword. Indeed, in



the query design put forward above, the keywords used could be said to
take sides, and are furthermore conceptualized as forming part of a
programme or anti-programme, as developed by Madeleine Akrich and
Bruno Latour. I have added a third means by which keywords are put into
play. Journalists, and others conspicuously not taking sides, develop and
employ terms as efforts at neutrality. “West Bank barrier’ is one term
preferred by BBC journalists (and the English-language Wikipedia) over
‘security fence’ (Israeli) or ‘apartheid wall’ (Palestinian). Querying a set of
sources (e.g., speeches at the UN Security Council debates) for each of the
terms and noting use as well as common use (co-occurrence) would show
positioning and alignment, respectively.

For digital methods practice, I would like to emphasize that for query
design in the conceptual framework of programme/anti-programme/efforts
at neutrality, one retains the specific language (instead of grouping terms
together), because the exact matches are likely to show alignment and non-
alignment. Furthermore, language may also change over time. Therefore, if
one conducts an analysis over time, one can determine whether or not
certain actors have, for example, left a certain programme and joined an
anti-programme by changing the language and terms they use. Some
countries may have become neutral, as was noted when contrasting term
use in the 2003 and 2005 Security Council debates on the barrier. As
another example, one could ask whether there has been an alignment shift
signified through actors leaving the ‘blood minerals’ programme and
joining the ‘conflict minerals’ programme.

While the discussion has focused mainly on unambiguous queries, search
as research also may take advantage of ambiguous ones. As has been noted,
if we are interested in researching dominant voice and commitment as well
as showing alignment and non-alignment, an unambiguous query is in
order. Through an ambiguous query, such as [rights], one can tease out
differences and distinct hierarchies of societal concerns across cultures.
Here a cross-cultural approach is taken which for search as research with
Google implies a comparison of the results of the same query (albeit in
each of the native languages) of local domain Google results.



Finally, query design may be viewed as an alternative to forms of discourse
analysis (and topic modelling), which may have labelled category bins with
keywords (and associated items) tossed into them. Google’s helpful
‘equivalents’ would fall into this category. In query design, however,
specificity of the language matters for it differentiates rather than groups.
Moreover, it allows one to cast an eye onto the entire data set, making as a
part of the analysis so-called long tail entities that previously might not
have made the threshold to qualify as a label. One studies it all without
categorizing and without sampling, which (following Akrich and Latour),
allows not only for the actors to speak for themselves and for the purposes
of their programme, anti-programme or efforts at neutrality, but — following
Lev Manovich’s (2007) cultural analytics — provides opportunities for new
interpretive strategies. That there arise new computational hermeneutics
which combine close and distant reading could also be seen as the work
ahead for the analytical approach.

Query design

1. General rationales for query design

o Measure success or ‘impact’ (e.g., buzz of a brand or mentions of
leader’s name in the news). For example, the European
Commission (Directorate-General for Communication) has a
daily query set up for its president so as to monitor mentions in
the news.

o Measure circulation, resonance or salience of a claim (e.g.,
climate change is human- induced).

o Measure competition between ‘programme’ and ‘anti-
programme’ as well as ‘efforts at neutrality’. For example, the
structure between Israel and the Palestinian Territories is a
‘fence’ or a “‘wall’. It is for ‘security’ or ‘apartheid’. An effort at
neutrality could be ‘barrier’.

o Show keyword diplomacy and slighting. In an act of diplomacy,
leaders may use ‘wall’ when in the presence of Palestinian
leaders, but not wish to use both the official adjective and noun
(‘apartheid wall’) so as to appear to endorse positioning or policy.
A diplomatic slight would be to use ‘fence’ or even ‘security



fence’ in their presence. How are keywords deployed in specific
settings?

Document keyword avoidance and resistance. Employees may
have been instructed not to use particular language, such as
‘evidence-based’ (in the case of the Department of Health’s
Centers for Disease Control and Prevention during the Trump
administration). Has the Centers for Disease Control’s website
been cleansed of keywords? Has such cleansing spread to other
agencies and even larger departments? Can one document
resistance to the keyword policing?

2. Guidelines for keyword list building and querying demarcated source

sets

(¢]

(¢]

Identify and retain specific ‘issue language’ per actor.

The collection of terms is inclusive, so as to include all actors’
issue language (multiple terms for programme, anti-programme,
neutrality efforts).

Design queries (with quotation marks) so as to study resonance of
each actor’s or each programme’s specific issue language.
Consider actors’ terminological innovation (repositioning).

Note which issue language is successful (and less successful)
with particular actors through greater (and lesser) resonance over
time.

Watch actors adopting or distancing themselves from old and new
programmes through analysis over time.

Descriptions of Images and Figures

Back to Figure

The figure shows a block for the use of keywords by US, Palestinian and
Israeli leaders, showing (temporary) terminological alignments and
diplomacy. a title “When words are keywords”. On the left, the texts are
shown for U.S.-Palestinian Exchange, 25 July 2003. On the right, the texts
are shown for U.S.- Israeli Exchange, 29 July 2003.

Back to Figure



The figure shows a block with the title Term usage by official state
delegates at the U.N. Security Council meeting, 14 October 2003. Inside
the block, cluster graph showing co-occurring country uses of terminology
for the structure between Israel and the Palestinian Territories, UN Security
Council meeting, 2003.

Back to Figure

The figure shows a block with the title Term usage by official state
delegates at the U.N. Security Council meeting, 21 July 2005. Inside the
block, cluster graph showing co-occurring country uses of terminology for
the structure between Israel and the Palestinian Territories, UN Security
Council meeting, 2005.

Back to Figure

The figure shows four badges in four columns. From the left, first column
is for SWEDEN and under that the badges are shown for the following
rights: human rights; patients’ rights; children’s rights; air passengers’
rights. Second column is for FINLAND and under that the badges are
shown for the following rights: children’s rights; everyman’s right (freedom
to roam); animal rights; consumer rights. Third column is for ESTONIA
and under that the badges are shown for the following rights: Citizen’s
right’ children’s right; environmental rights; air passenger’s rights. Fourth
column is for LATVIA and under that the badges are shown for the
following rights: animal rights; human rights; air-passenger rights; pension
rights for non-citizens.



THREE PREPARING FOR CRITICAL
SOCIAL MEDIA RESEARCH

Contemporary critiques of social media platforms and
their data

ISSUES WITH SOCIAL MEDIA RESEARCH
DATA

Social media data as source for empirical studies regularly come
under scrutiny, be it for the widespread deletion of Russian
disinformation pages by Facebook or the suspension of the then
President Donald Trump’s account by Twitter (later reinstated).
Deleted data is one issue, compounded by the fact that the *archives’
(if one may use the term) are also owned by the companies.
Questions also revolve around the extent to which corporate data
collected for one purpose (e.g., advertising) could be employed by
social science for another (e.g., political or social engagement).
Social media data could be said to be far from ‘good data’, since the
platforms not only change and introduce new data fields (‘reactions’
on Facebook), but also increasingly narrow what is available to
researchers for privacy reasons. Profound ethical issues were put on
display during the Cambridge Analytica scandal — Facebook’s
sizeable data breach orchestrated by a Cambridge University
researcher — as science became implicated in the subsequent
‘locking down’ of social media data by the corporations. How to
approach social media data these days?

The purpose of the following is to introduce contemporary critiques
of social media research, as they have gathered steam following the
scandal as well as the ‘fake news’ debacle, which | come to. These
are not social media or platform critiques per se, such as
platformization which refers to how the web is becoming enclosed
and overwritten by social media (Helmond, 2015). Embedded in the



research critique is some discussion of Facebook policy as well as
Twitter rules, but that is not the main effort here. Rather, the point is
a larger academic one that discusses issues related to social media
research, both concerning the use of the platforms for research
generally as well as the data they collect. What are the implications
for doing political and social research these days when employing
social media platforms and their data? When one is studying
(political and social) engagement online, as much digital research
does, how to conceptualize platform effects?

Behind these questions is a digital methods approach to studying
social media that revolves around the notion of ‘repurposing’. Digital
methods as an idea are built on the notion of using existing online
data left behind, or collected for other purposes, and then
repurposing it for research such as ‘tracing the spread of arguments,
rumors, or positions about political and other issues’ (Lazer et al.,
2009: 722; see also Watts, 2007). The data could be described as
‘traces’, as in that which was left behind like footprints in the snow.
Social media data analysis thereby becomes akin to unobtrusive
measures (Webb et al., 1966). Or, more aptly, the data could be
thought of as ‘interactions’ expressly collected by the platforms. An
early term that encapsulates platforms’ collecting user interactions is
registrational interactivity (Jensen, 1998). As the user ‘likes’ or
otherwise interacts with posts, their activities are registered. They
then are ‘industrialized’ by the platforms, or made productive use of,
for commercial as well as socio-epistemological purposes, in a
manner similar to how hyperlinks are construed as valuation
practices, and their measure may be transformed into commercial
product (Brin and Page, 1998; Turow, 2008; Helmond, 2013).

Recently, repurposing has been questioned, largely because of the
current emphasis placed on how platforms capture user data, and
how they encourage greater exposure of the self. Whether discussed
as an ensnaring or an extractive practice, the platforms’ models of
interaction and user experience also enable it to offer fine-grained
‘audience segmentation’ to those who wish to purchase ads, such as
on Facebook. In the infamous case of the US presidential elections
in 2016 (but likely in many other cases, t00), the ad systems were
used to spread so-called hyperpartisan ‘fake news’, disinformation
and other transgressive or malevolent content (Chen, 2015;
Commons Select Committee, 2018a, 2018b). The use of traces and
interactions for spreading fake news, especially to those with
particular personality profiles, has prompted introspection in social



media research, including calls for unplugging as well as developing
alternative scientific instrumentarium for data collection (Venturini
and Rogers, 2019). The question now reads, how could political and
social researchers continue to use Facebook data to study
engagement, when these systems are both normatively dubious in
their data collection practices, and are being deployed for partisan,
political ends?

In the following, the discussion of social media research critique has
five entry points: good data, human subjects, proprietary effects,
repurposing and alternatives. The first concerns how social media
have oftentimes been criticized for not being ‘good data’ at least in
the sense that the fields in the databases are unstable over time,
and that the introduction of new ones leads to interactive complexity.
For example, on Facebook the ‘reactions’ that were introduced in
2016 interfered with the stability of ‘likes’, given the new choices in
how to react to a post. The critique extends beyond the data fields.
Even the metrics used by the corporations evolve, such as the
definition of reach on Facebook’s CrowdTangle, as a researcher
found after publishing findings on Russian disinformation pages on
Facebook (Timberg, 2017).

The second issue — social media users as ‘human subjects’ — is part
of an ethics turn in social media research and the so-called coming
‘crisis’ in computer science and online research more generally
(Metcalf and Crawford, 2016). Regarding the crisis, it has been
argued that unlike other disciplines computer science has not had
the ‘reckoning’ that chemistry had after dynamite and poison gas,
physics after the nuclear bomb, human biology after eugenics, civil
engineering after bridge, dam and building collapses, and so forth
(Zunger, 2018). The point is that the Cambridge Analytica affair
could become such a reckoning. In the affair, a psychometrics
researcher at the University of Cambridge delivered 80 million
profiles to a political marketing firm intent on undertaking a ‘psyops-
style’ political influence campaign on Facebook users, delivering
‘dark posts’ of hyperpartisan ‘fake news’ to those whose personality
profile had been determined to have a high degree of ‘openness’ and
‘neuroticism’ (Commons Select Committee, 2018a). In the terms of
service of the app that collected the personality profile data, the
researcher did not indicate that individuals’ answers would be
deployed in such a manner, which captures the ‘ethics divide’ or
‘discontinuities between the research practices of data science and



established tools of research ethics regulation’ (Commons Select
Committee, 2018b; Metcalf and Crawford, 2016: 1).

The third issue — proprietary effects — has been present in the
background of research based on social media data for some time.
Social media platforms as proprietary platforms have different goals
from science, though such a distinction may be blurred given that
there are behavioural and data scientists working and publishing
academically at these companies. It could be said that data are
being collected for dual purposes, advertising foremost, and
research secondarily. Nevertheless, one of the main differences
between two data collection means and ends is the reflexivity
involved. In digital sociology (and sociology more generally), the
effects of collecting and analysing data anticipate societal impact,
rather than experiment with it (Marres, 2018). Online software users
are not unknowingly part of living labs run by social media
companies.

The fourth point concerns the repurposing issue touched upon
above. Given that social media data have been gathered primarily
for the purposes of selling ads, and that system interactivity and user
experience are aimed primarily at furthering social media
consumption by the users and granting more exposure of oneself in
order to provide still more data, repurposing faces the issue of
medium or platform effects. One may not straightforwardly separate
activity on social media with activity in the wild. Liking may be
overdetermined by the platform rather than an unfettered expression
of feeling or preference.

The fifth discussion point concerns alternatives to API-driven
research or considering little data over big. The rationale for pursuing
alternatives, or post-API research, comes on the heels of the
cessation of Facebook’s Pages API, ‘replaced’ with the Social
Science One project that curates data sets for researchers.
Instagram shut down its API years ago, so projects such as Lev
Manovich'’s Selfie City no longer can be undertaken, unless one
scrapes data (which can be done with such browser extensions as
Zeeschuimer). Twitter has disabled certain data fields such as tweet
time zone, thereby making it unlikely the Australian Twittersphere
can continue to be mapped, to take just one example. There is an
API graveyard, and those discontinued services were once the
starting point of both social research as well as social media critique.
There is a great deal of missing data as well, because the



aforementioned Russian disinformation pages and many others have
been removed, through so-called account or channel purges, as took
place after the Capitol riots of January 2021. What to do? There are
at least five pathways emerging: the return of scraping data and the
concomitant discussions around breaking terms of service; user data
dumps and crowdsourced data donations; small data digital
ethnography and what were once called ‘virtual methods’; social
media ‘counter- archiving’ practices; and API critique. With the
alternatives, there is often a call for the study of the ‘user’s view’ (or
what is recommended or fed to the user) rather than the ‘developer’s
view’, which is what an API provides. It is a research mode switch
where one is concerned with effects of personalization as well as
privileged content, such as those Facebook posts boosted because
they were tagged with ‘angry’ reactions (Merrill and Oremus, 2021).
The Facebook papers or files, the trove of internal company
documents made available to journalists by a whistleblower,
revealed how user posts are scored and subsequently privileged in
the news feed on the basis of their potential to invite engagement.

Good data?

A starting point in the critique of social media research is that social
media platforms are not instruments set up for the purposes of doing
research, e.g., for tracking social discourse or ‘social listening’, a
term often used in this regard, imported from the business and
marketing literature (Balduini et al., 2013; Cole-Lewis et al., 2015).
The platforms are not the equivalent of specially crafted sensors for
collecting carbon dioxide levels in the air, for example, as the Mauna
Loa Observatory in Hawaii has undertaken since the 1950s. The
data the platforms do collect (whether traces or registered
interactions) are also not to be considered good data in the sense of
data that is collected at the beginning of a phenomenon, is complete
and remains stable over time (Borgman, 2009). Rather, certain fields
disappear, and other ones appear. When they do, there is what could
be called ‘interactive complexity’ in the data (to borrow a term from
technological systems theory), as certain data from the fields that
were collected previously (e.g., ‘likes’) are then affected by new data
fields that are introduced (e.g., ‘reactions’) (Perrow, 1984). If one
examines ‘likes’ over time (as a proxy for feeling or preference), dips
may be platform-dependent rather than an indicator of a change of
heart. Moreover, the set of ‘signals’ used to privilege posts can



change or be weighted differently. As mentioned above, ‘angry’ or
other emoji reactions on Facebook may carry more weight than likes.

Not only are the data fields and privileging mechanisms unstable or
unknown, but so are the data themselves as well as the inbuilt
metrics. The journalism researcher, Jonathan Albright, brought to
light in October 2016 how Facebook deleted Russian disinformation
pages from CrowdTangle, Facebook’s social media monitoring tool.
Albright had captured the engagement counts from six Russian
disinformation pages (Blacktivists, Heart of Texas, United Muslims of
America, Being Patriotic, Secured Borders and LGBT United), and
published his findings as a data visualization (Albright, 2017). The
engagement as well as reach numbers Albright published, which
were drawn from Facebook’s CrowdTangle dashboard, were much
larger than Facebook had originally indicated in Congressional
testimony. After Albright published his findings, Facebook ‘wiped’ the
Page data from CrowdTangle, arguing that the Pages should not
have been available any longer because they were ‘inactive’, the
term for suspended, or accounts that broke Facebook rules (Timberg
and Dwoskin, 2016). To Albright and others, the ‘public interest data’
was removed for public relations reasons, and researchers have no
recourse (Timberg, 2017). After all, Facebook owns its data as well
as its CrowdTangle ‘archive’ that once held the content of interest.
Albright also found that Facebook changed the inbuilt metrics. The
second of CrowdTangle’s two metrics (‘total engagement’ and ‘total
people shared to’) was renamed to ‘total followers’. To Albright, that
semantic change implies that ‘the thousands of propaganda posts
(with tens of millions of shares) were not shared to ‘people’, but
rather to ‘accounts’, which lowers the perceived impact’ (2018).

Holes in the data may be created for a variety of reasons, the most
common of which are set country restrictions, but they also occur
when data are shared. Twitter is a case in point. For example, the
German authorities may ask Twitter to ‘withhold’ far right extremist
tweets to users, and Twitter likely would comply for the location
Germany, as has been the case on numerous occasions including
tweets not only by German extremists but British ones, too (Kulish,
2012; Cox, 2017). The tweets may be unavailable in Germany, but
they are still available in the Netherlands (and elsewhere for that
matter). Routine data collection of German extremist tweets may
thus be better performed outside the country, in order to plug the
holes.



Another occasion where data sets are depleted occurs through
sharing data. One may not share a tweet collection proper, but rather
only a collection’s tweet IDs. These tweet IDs may be recompiled as
a collection by querying for them via one of Twitter’'s APIs, but those
tweets that have been withheld or deleted would be cleansed from
the ‘rehydrated’ data set by Twitter. Twitter also asks tweet collectors
to obey Twitter’'s Rules and be a ‘good partner’ by routinely removing
from one’s tweet collections those that have been withheld or
deleted. It becomes a debatable norm when Twitter purges accounts
that a researcher feels are worthy of study, such as Russian
disinformation trolls or alt-right figures, to name two examples. As
one scholar points out in the study of missing Brexit Twitter data, the
public record has been altered (Bastos, 2021). The third category of
data hole that is created arises from privacy settings. Facebook
Pages, for example, can have country and age restrictions set, and
depending on where one collects the data or who collects it, some
may be missing without the researcher having any knowledge of it.

Human subjects

Are researchers ‘covered’ by the fact that users have signed on to
platforms’ terms of service, which indicate clearly (and, in the case of
X/Twitter, repeatedly) that their data may be used not only for the
improvement of the software but also for marketing research and
other research purposes, including academic endeavours? If one
acquires historical data from X/Twitter, for example, is one able to
use it for research purposes as one sees fit? The particular idea that
researchers may use as cover platform terms of service or
purchased data has come under scrutiny, not only in the debates
that ensued from the ‘outing’ by Michael Zimmer of the (weakly)
anonymized Facebook data set used in the taste and ties research
at Zimmer (2010a), which is one marker in the ethics turn in social
media research. The idea that ‘the data are already public’ (and
users have agreed to share it) are points of departure in the debate
surrounding notions of contextual privacy and contextual integrity,
which puts forward the contrary position (Nissenbaum, 2011).
Respect for ‘contextual privacy’ implies an understanding that a user
posting data online does not expect that same data to be used in a
different context, e.g., for commercial activities or research purposes
not knowingly consented to or reasonably expected, even if the
terms of service, agreed to by the user, appear to grant a wide range



of data uses, including to third parties who have acquired that data
through purchase or the proper use of the API.

Data ethics in the context of internet-related research (as espoused
by the Association of Internet Researchers’ guidelines and
elsewhere) would have as its point of departure that care be taken
with ‘data subjects’ who are not ‘objects’ in a database but rather
human subjects (Markham and Buchanan, 2012). An ethics of care
approach, which would consider establishing and maintaining a
relationship with the data subjects, however, could be seen as
incompatible with big data research, for its impracticality given the
sheer number of subjects involved. When consent is not explicitly
sought, one should publicize one’s research and invite opt-out.

The third point concerns treating social media users as not only
human subjects but also as authors. Is one using the subject’s data,
or is one citing and/or quoting them? The question of a tweet or a
Facebook post as ‘authored’ work conventionally would consider if
they are worthy forms of creative expression. An authored work is
often considered as such owing to its originality or because it is the
product of the sweat of one’s brow (Beurskens, 2014). These
benchmarks are considered when imparting copyright and other
authors’ rights. One case in point would be a particularly impactful
tweet from an analytical point of view, such as one that was found
(through emotion analysis) to be the angriest tweet on the night of
the US presidential elections. That tweet could be considered a
citable work by researchers.

‘Proprietary effects’

The question of the impact of proprietary data or operations on
research normally would begin with the observation that social media
data increasingly have been commodified, meaning that the media
companies are in the advertising as well as in the data business
(Puschmann and Burgess, 2014). Such a state of affairs does not
necessarily interfere with one repurposing the data for social
research, if one can still acquire it. But the amount and quality of free
data (especially on YouTube) have gradually declined. Researchers
have been coming to grips for some time with the consequences of
relying on commaodified APIs, starting with the disclosure that in-
house data scientists (at Twitter) have higher quality data than those
on the outside (boyd and Crawford, 2012). There is a ‘data divide’



between those researchers with access to data pipelines and those
making do with narrow ones that are choked by rate limiting.
X/Twitter charges for data. Some time ago, a ‘complete’ ‘climate
change’ (hashtag and keyword) Twitter data set | estimated with the
aid of a Texifter tool at $54,000. (That tool was subsequently blocked
by Twitter.) Accompanying the rise of the proprietary data is a price
tag, or else the amount and quality are reduced.

When the company holding the data is charging handsome sums for
it, one could consider consulting the archives. For some time there
was the prospect that the US Library of Congress would continue to
hold all of Twitter’s archive, and eventually make it available with
guery machines, but the December 2017 announcement put paid to
associated research plans (Osterberg, 2017). The Library related
that it would cease collecting the entire Twitter archive, bravely
reporting that it has its first 12 years (as text), which itself is a worthy
collection. From thenceforward the Library would create special
collections, and though it remains to be seen of which type, the plans
would be to continue with its web collection policy, where there has
been a preponderance of collections concerning disasters and
elections (and transitions such as the papal or presidential) (Rogers,
2018b). When one is accustomed to querying a Twitter API (or
scraping the platform) for whichever keywords and hashtags and is
now confronted with limited, curated data sets on special subject
matters, research agendas are affected, certainly ones that explore
wide-ranging contemporary social issues with approaches that seek
competing hashtag publics, for example.

More to the point, the social media archives are now held solely by
the companies, and these archives are ‘updated’ from time to time,
given that the companies make accounts inactive, or suspended, as
in the case of the Russian disinformation Pages on Facebook or the
alt-right accounts on Twitter. As Jonathan Albright has pointed out,
this data has been removed, and there is no public archive that holds
them for academic and other public research purposes.

Facebook has come under renewed criticism for its data supply
through the publication of its ‘transparency’ report, Widely Viewed
Content. It is a list of web URLs and Facebook posts that receive the
greatest ‘reach’ on the platform when appearing on users’ news
feeds. Its publication came on the heels of Facebook’s well
catalogued ‘fake news problem’, first reported in 2016, as well as a
well-publicized Twitter feed that lists the most-engaged with posts on



Facebook (using CrowdTangle data). In both instances those
contributions, together with additional scholarly work, have shown
that dubious information and extreme right-wing content are
disproportionately interacted with. Facebook’s transparency report,
which has been called ‘transparency theatre’, demonstrates that it is
not the case. How to check the data? For now, ‘all anybody has is
the company’s word for it’ (Zuckerman, 2021).

Facebook’s data sharing model is one of an industry-academic
‘partnership’ (Gonzalez, 2018; King and Persily, 2019). The Social
Science One project, launched when Facebook ended access to its
Pages API, offers big data — ‘57 million URLs, more than 1.7 trillion
rows, and nearly 40 trillion cell values, describing URLs shared more
than 100 times publicly on Facebook (between 1/1/2017 and
2/28/2021)" (King and Persily, 2020). To obtain the data (if one can
handle it) requires writing a research proposal and if accepted
compliance with Facebook’s ‘onboarding’, a research data
agreement. Ultimately, the data is accessed (not downloaded) in a
Facebook research environment, the Facebook Open Research Tool
(FORT). Meta reserves the right to review drafts for any confidential
data, which prompted at least one research team to cancel its project
(Murgia et al., 2021). A data access ethnography project, not so
unlike one written about trying to work with Twitter’s archive at the
Library of Congress, may be a worthwhile undertaking (Zimmer,
2015).

The last proprietary effect to be mentioned here concerns researcher
treatment by social media companies, especially Facebook. As
noted above, researchers have access to curated data sets
(including Twitter’s Covid one), and social media APIs do not
differentiate between academic researchers and marketing
companies or potential data resellers. All are customers. If one
strives to configure a system for more comprehensive data collection
(using multiple accounts, funneling all data collected into one
repository), one is treated as a spammer or reseller, blocked and
actively worked against. Researchers become spammy users,
breaking terms of service, or not regarded as a ‘good partner’.

Since the Cambridge Analytica scandal of 2018 (and the fake news
debacle that accompanied it), researchers with tools sitting atop
Twitter’'s APIs or running native apps on Facebook have been asked
by the companies to reapply for accounts and permissions. The
Facebook application form (with a five-day deadline) is particularly



worthy of study, since it seeks to determine whether there were
ethical lapses in one’s prior data collection.

‘Repurposing’

Recently ‘repurposing’ social media data for social research has
been critiqued along normative and analytical lines (Marres, 2018).
As discussed above, platforms are not scientific instruments for
collecting societal trend data, but rather are in the business of data
extraction for the purposes of segmenting audiences and selling
advertising. One queries keywords in the Facebook ad interface and
an audience is returned. The company would like to increase the
amount of data points per user so that the audience becomes ever
more differentiated (segmented).

More critically, it is argued that social media companies, like natural
resource firms before them, are the new extraction industries. They
do not so much crowdsource as crowd-fleece (Scholz, 2016a). That
researchers would rely on data that has been ‘fleeced’ from the
crowd is normatively problematic. At bottom, the companies also
operate outside of the norms of science, whether Mertonian,
Kuhnian or otherwise.

Moreover, data extraction requires interface and interaction
engineering that invites users to expose themselves further and
interact often with the system. When one is studying social media
data, one could just as well be studying the success of engineered
user interaction rather than ‘genuine’ behaviour (liking or endorsing),
where for example measures of value, reputation or preference
could be derived. On the contrary, so goes the argument, when one
is studying social media data, one is primarily learning about social
media consumption. In other words, the platform is so built to extract
data from users in order for others to advertise to ever finer grained
segmented audiences, rather than for other reasons such as to
create community or enhance public debate.

Alternatives

By way of conclusion, | would like to discuss briefly the question of
alternatives, both to API-driven research as well as to studying and
using the dominant social media platforms. Scraping has been a



method of online data collection that through the rise of the API
became associated with breaking terms of service or ‘partnership’
guidelines (Marres and Weltevrede, 2013). Rather than collect data
through scraping, researchers complying with the terms have
witnessed an array of changes to the APIs of the dominant platforms
and have been asked on several occasions to reapply for developer
access as well as permission to deploy a research tool. On one
specific occasion in 2016, applications made to Instagram (for the
‘visual hashtag explorer’) failed (Rieder, 2016). Others in 2018 have
been highly time-sensitive, such as Facebook’s multiple-page
reapplication form due in five days, as recounted above. Still others
have been only cumbersome, such as Twitter’s demand in 2018 to
reapply for developer keys. Apart from calls to drop the APl and
return to digital ethnography, user studies and other small data
research practices, reactions to such obstacles erected by social
media companies more in line with digital methods include
continuing technical fieldwork as well as API critique. How is
research affected by the latest API version, and what kind of tool
development could (still) result in valuable social research? What do
the platforms’ updates imply for research both about and with social
media data?

One alternative to API-driven research (and critical API vigilance)
that has emerged is the data donation, originally put into service in
the ‘datenspende’ project by Algorithm Watch, where in the run-up to
German federal elections users were asked to install a plug-in and
donate their search engine results. Here the questions concerned
the level of personalization of (Google search) engine results and the
engendering of any accompanying polarizing filter bubbles.
Algorithm Watch’s add-on technique, also employed by scholarly
researchers, was the subject of a stern warning by Facebook, after
users installed an add-on which would store their Instagram feeds for
further analytical scrutiny. Among the research questions was one
that concerned whether the feeds prompted users to post ‘pictures
that fit specific representations of their body’ (Kayser-Bril, 2021).
Instagram, it was found, has a ‘skin bias’ (Duportail et al., 2020).

When discussing alternatives more broadly, one also may begin with
the observation made by Tim Berners-Lee (the web’s co-inventor)
that the ‘open web’ is in decline, and one of the major reasons (apart
from the rise of surveillance) he listed is the growth of the social
media platform, walling in users and content. As the Internet Archive
has demonstrated, even public Facebook Pages are challenging to



archive (and few have been retained); web ‘recording’ is one small-
scale alternative. ‘Counter-archiving’ Facebook is another. In one
project, crowdsourced screenshots of political ads on Facebook just
prior to the Israeli elections resulted in a rebuke of one candidate’s
data collection tactics (Ben-David, 2020).

There has been a series of proposals put forward to change the
social media landscape, including ones at an ownership level. Trebor
Scholz’s call for ‘platform cooperativism’ is a discussion about
‘cloning the technological heart’ of sharing economy platforms, whilst
basing the co-ops on principles of solidarity and innovation for all
rather than the few (2016a: 14).

The amount of scholarly output using Facebook and Twitter data is
vast compared to that examining alternatives. But it is not just
researcher interest in the dominant platforms over ‘secondary social
media’; it is also researcher use of such sharing platforms as
researchgate.net, academia.edu and ssrn.com that is of interest here
(Matthews, 2016). The Scholarly Commons is an alternative,
implemented by universities as part of their domain such as
scholarlycommons.law.northwestern.edu or repository.upenn.edu.
These systems tend to highlight a university or department’s output,
rather than aggregate across universities. Another (at the demo
phase) is ScholarlyHub, which (as Scholz calls for) emulates much
of the functionality of academia.edu or researchgate.net but
emphasizes scholarly sharing over ranking and scorekeeping.
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FOUR WEBSITE HISTORY: SCREENCAST
DOCUMENTARIES WITH THE INTERNET
ARCHIVE

Doing web history with new media methods and techniques

WEB HISTORY, MEDIA HISTORY AND
DIGITAL HISTORY

The chapter is dedicated to investigating the history of the web, or
history with the web, as may be undertaken using the platform that
organizes it most palpably to date, the Wayback Machine of the Internet
Archive. Among the research opportunities afforded by the Wayback
Machine is the capacity to capture and ‘play back’ the history of a
webpage, most notably a website’s homepage. Created with special
techniques and software tools, these playbacks assume the form of
screencast documentaries, or narrated histories of websites. While the
technique remains stable — screen-capturing archived webpages,
loading them into a deck and playing them back in the style of time-
lapse photography — there are at least three kinds of histories that may
unfold: ‘web history’, ‘media history’ and ‘digital history’, the last one
referring to recounting the past with (mainly) digital sources (Cohen and
Rosenzweig, 2006). In other words, the researcher may recast the
evolution of the web (as seen through a decade of changes to Google’s
homepage, for example), the history of media (as seen through the
online transformations of the New York Times or the Guardian), or the
history of an institution (from the substantive edits to the homepage of
the US White House, especially during the transition from one president
to the next). More generally, the screencast documentary is one
technique to unlock the archive, and brighten it with uses, which is a
concern for the digital humanities as more and more materials are
digitized or, as is the case with the archived web, ‘digitally reborn’
(Brtigger, 2012).



In the following, common use cases for web archives are put forward
from legal, bibliographical and historiographical discourses. In those
deliberations, there emerges digital source criticism of web archives.
Are archived webpages to be considered accurate duplicates as well as
valid and referenceable sources? Did the archived website ever appear
in the wild in the same form and substance as it now does in the
archive? Has the archive added to or subtracted material from the
website?

Thereafter | discuss web historiography, and a number of approaches to
archiving and accessing the web of the past, with the Internet Archive’s
Wayback Machine being only one manner of doing archiving. Alongside
the biographical (or single-site histories) from the Wayback Machine,
there are also event-based, national and autobiographical traditions.
Each is built into collection and access routines (or the absence thereof)
and shapes the histories that may be written.

The particular approach introduced in this chapter, the single-site
history, is rendered practicable with a technique called the screencast
documentary. It builds upon Jon Udell's pioneering screen-capturing
work retelling the edit history of a Wikipedia page (discussed below). It
also rests on the digital method of the ‘walkthrough’ (Light, 2018).
Screen-capturing and narrating the use of software (as a means to
provide instructions of use), video and computer game ‘cheating’
(showing how to level up) and even unboxing videos on YouTube of
how to put together and play with toys are all common forms of online
walkthroughs (Kucklich, 2007; Marsh, 2016). In employing the screen-
capture and playback technique that walks us through the history of a
webpage, | also discuss overarching strategies for narrating histories of
the web as seen through the changes to a single page, in order to
undertake web history, media history or digital history (or some
combination).

THE VALUE OF WEB ARCHIVES

The Internet Archive as well as the web archives of national libraries are
increasingly thought of as sources for ‘digital history’, which refers to
history-writing with digital materials (Rosenzweig, 2003; Cohen and
Rosenzweig, 2006; Brugger, 2012). The creation and maintenance of
web archives often are justified for digital history purposes, considering
the wealth of online materials not only compared to other media but
also because they encompass them. The argument for the specificity of
web archives thus lies in the growth of ‘born-digital’ materials, in



contrast to digitized ones of media archives. It also rests especially
upon their use by future historians, when they come to write the history
of particular periods, such as the 1990s. The value of the archived web
Is thus often thought to lie in its special contents that are otherwise
unavailable elsewhere and in its future use by historians, as Milligan
(2016: 80) notes: ‘Imagine a history of the late 1990s or early 2000s
that draws primarily on print newspapers, ignoring the [internet]
technology that fundamentally affected how people share, interact, and
leave historical traces behind’.

Web history, on the other hand, may be distinguished from digital
history, as it concerns employing the web to tell its own story, in the
tradition of medium history (Hay and Couldry, 2011). While there are
exceptions, web archives are not as often justified as sources for
specific web or media histories (Ben-David, 2016; Stevenson, 2016;
Goggin and McLelland, 2017). Moreover, broader internet histories may
be written largely without them (Abbate, 2000; Ryan, 2011). Indeed, be
it for digital, media or web history, actual historian use of web archives
remains limited (Brock, 2005; Dougherty et al., 2010; Hockx-Yu, 2014).

How to reconsider and further accrue value to web archives? The point
of departure here is to build upon ‘website history’, a term put forward
as an alternative use of web archives other than digital history (Brugger,
2008). That is, the screencast documentary approach, discussed below,
is both an approach to studying website histories and a means to
stimulate researcher use of web archives, which itself is understudied
(Dougherty et al., 2010). It takes advantage of the organization of the
Internet Archive, and especially the interface and query machine built
on top of it to access its contents: the Wayback Machine.

While it recently has added a keyword search, for over a decade now
the Wayback Machine has had as its primary (and default) input field a
single URL. Using digital methods, or tool-based methods to extract and
analyse web data and objects for social and cultural research, the
screencast documentary approach put forward here captures the
outputs of the Wayback Machine (list of archived pages with dates),
screenshots the unique ones, and arrays them in chronological order so
as to play back the history of the website in the style of time-lapse
photography (Rogers, 2013b).

Narrations or particular goals for telling the history of a website are put
forward. They offer means to study the history of the web (as seen
through a single website or webpage like Google Web Search), the
history of the web as media (such as how a newspaper has grappled
with the new medium) as well as the history of a particular institution



(such as marriage, as seen through a leading wedding website).
Arguably, the first is a form of web (or medium) history, the second
media history, and the third digital history, however much each also
blends the approaches and blurs the distinctions.

It should be pointed out that the Wayback Machine of the Internet
Archive is itself a web-historical object. In a sense it also tells the story
of the web, or at least a particular period of it, through the manner in
which it primarily grants access to websites. By the default means by
which it is queried and also how archived webpages are interlinked, the
Wayback Machine of the Internet Archive has organized a surfer’'s web
of the 1990s rather than a searcher’s web of the 2000s or a scroller’s of
the 2010s (with a smartphone).

Here, it is argued that the Wayback Machine also lends itself to a
particular historiography that is embedded in the screencast
documentary approach, namely a single-site or site- biographical
method of recounting history. Having developed that argument in brief,
the chapter concludes with how to put to use the Wayback Machine of
the Internet Archive to tell single-site histories with screencast
documentaries.

THE WAYBACK MACHINE: SURF THE WEB
AS IT WAS, OR USE THE INTERNET
ARCHIVE AS SOURCE

The Wayback Machine of the Internet Archive, with its original slogan
‘surf the Web as it was’, was conceived and presented in part as a
solution to the 404 problem, the response code signifying that the file or
webpage is not found. With the Alexa toolbar installed in a browser (in
the late 1990s; see Figure 4.1), the web user confronted by a 404 error
message would receive a flashing WayBack icon on the toolbar that
indicates that the missing page is in the Internet Archive. If the button
did not flash, there was no archived version, and the page had been
lost. In return for Alexa’s solution to the 404 problem as well as the
content at the Internet Archive, the user would aid in populating the
archive. That is, when downloading the toolbar, permission would be
given to have his or her browsing activity logged, and webpages or sites
that a user visited would be sent to Alexa. If a site was not yet in the
archive, a crawler would visit it. Thus grew the Internet Archive. Later,
high-traffic and other significant sites would be earmarked for regular
archiving.



[“@ Aexal| . |[@search|+| [Dsite Info 3| Related Links ] [ Popup | | fRaTelh2, | (@ wayBack| ]]

Figure 4.1 Alexa toolbar, with WayBack icon to access the
Internet Archive, December 2004.

The Wayback Machine’s architecture, designed in the mid-1990s,
aimed to furnish an ideal surfer’s experience, frictionless and without
dead ends. Once onto a website in the archive, clicking links takes the
surfer to the page closest in time, and, if unavailable, to the page on the
live web. The surfer jumps through time as if in an atemporal
hyperspace, one of the earliest web metaphors or structuring devices
for a document universe without directories or search engines. The
Wayback Machine thus sacrifices temporal matching for smooth
navigation, and as such embeds a period in web history, in an
experience that could be described as more living museum of a surfer’s
space than historian’s meticulous archive.

Apart from the ‘way it was’ experience, the Wayback Machine is also
suggestive of particular research practices and ultimately
historiographical approaches. With respect to the research practices
there are largely two afforded by the interface. At archive.org the input
field invites a single page URL so as to summon its history. At the
outset, in other words, one is asked to submit a URL and pursue its
history through two outputs, one of which shows minute changes to the
contents of the pages in the archive (additions and deletions), and
another that suggests the exploration of a fuller arc, where one can click
backward and forward arrows through larger chunks of the page’s
history, month by month.

In the original results page, asterisks next to date stamps indicate
changed content on the webpage. One may thus peruse a webpage’s
history to spot the crucial, detailed change (or ‘diff’ in computational
language). As a research output one perhaps would wish to put two or
more pages side to side, highlighting the specific, telling diff, such as an
infringement of one’s intellectual property, which is a common use case
of the Wayback Machine in the legal arena, discussed in more detail
below.



[l]n Telewizja Polska USA, Inc. v. Echostar Satellite Corp., the
plaintiff alleged that the defendant was using the plaintiff's
trademark name in violation of its intellectual property rights. In
response, the defendant introduced the printout of the
defendant’s archived webpage dated before the plaintiff
received the trademark of its brand. (Gazaryan, 2013: 221)

The form of output navigation for exploring the fuller arc of history is the
timeline (see Eigure 4.2). Instead of pouring over the detailed changes,
with the timeline, one makes a sweep through the interface and content
of a webpage over the years with an eye towards the broader themes,
such as the introduction and subsequent locking down or removal of
comment spaces and other interactive features on websites that once
made new media new.

>>>>>

Figure 4.2 Wayback Machine banner accompanying the
archived webpage loaded in a browser. The example is
Myspace.com, indicating the date it changed from a social
networking to a music-oriented social entertainment site.

Source: http://web.archive.org/web/20101116021305/www.myspace.com/.

The interface to the Internet Archive thus creates at once a surfer’s
experience from a particular period in web history while also affording
modes of historical work that privilege focusing on the minute as well as
the sweeping change to a single page.

DIGITAL SOURCE CRITICISM

Seen from the perspective of digital history (history-writing with web
materials), the Wayback Machine also could be said to invite the user to
seek a specific source and scrutinize it for its veracity because it is a
web source. Here, with the Wayback Machine, one brings the web, and
its pages, into the evidentiary arena of source criticism. There are at
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least three sets of questions or aspirations for the ‘digitally reborn’
sources online now that they appear as web.archive.org URLSs rather
than in their original name space state (Bruigger, 2012). Once captured
and put back online, the archived webpages face tests, from a series of
overlapping scholarly discourses, before they may be employed as
proper sources. In legal studies do they count as duplicated sources, in
the social sciences (and elsewhere) as valid and in history as sufficient
substitutes for missing materials? From the start one of the more
popular use cases for the Internet Archive, apart from the 404 error
while surfing, has been as evidence (Howell, 2006). One could go back
In time to a website for evidentiary purposes, checking for trademark
and intellectual property infringements, as was the case with its first-
time deployment in US courts in 2003 when printouts from the Wayback
Machine were introduced as exhibits (Eltgroth, 2009). Here the
guestions concern the extent to which one can treat the archived page
as a duplicate of the original no longer online, or in a lesser test, at least
warrant through testimony that it represents accurately the material the
site owner put online. In the event, the archived website need not be a
duplicate in code and data to be admissible; rather it need only be an
accurate representation. It also need not have archived all of the page.
As a US court wrote in 2016: ‘[T]he fact that the Wayback Machine does
not capture everything that was on those sites does not bear on
whether the things that were captured were in fact on those sites. There
IS no suggestion or evidence... that the Wayback Machine ever adds
material to sites’ (Bychowski, 2016). Here accuracy is defined in part as
the absence of addition.

Apart from its authenticity in legal arenas, a webpage faces scrutiny as
a source for scholarly referencing purposes, in order to anchor an
account of events, for example. In the very first place, the challenge put
to the web as source may rest upon its overall (historical) reputation
problem, as a medium of pirates, pornographers, conspiracy theorists
and self-publishers (Dean, 1998). As the fake news scandals
surrounding the US presidential campaigns of 2016 pointed to anew, it
Is a space with and without professional editors, and has been subject
to the question of its quality, even as the web further domesticated, in
its nearly 30 years of use (Thelwall et al., 2005; Marres, 2018).

More to the point is the question whether (presumably unstable) URLs
should be referenced at all as sources, and if offline, whether a
Wayback URL could stand in sturdily. Apart from the reputation
problem, it is often argued that the web’s ephemerality, or perhaps its
uneven maintenance, disproves its worthiness as source. Referenced
URLSs break, as links rot (Veronin, 2002; Klein et al., 2014). In this
context the Wayback Machine may be viewed as a set of well-tethered



(rather than broken) source links. The Internet Archive thus becomes an
early attempt at providing permanence to ephemeral web sources, in a
lineage of such attempts from both the tradition of hypertext (permalinks
in blogs and edit history retention in wikis) to that of library science (DOI
numbers). Once accepted as not only references but referenceable,
web sources that break and are reborn in the Internet Archive face
further tests. Are the archived ones ‘valid’? Such a determination relies,
among other things, on whether the date stamps of archived webpages,
including new archived versions, match the dates of the webpages
when online, an issue studied by a series of authors (Murphy et al.,
2007; Dougherty et al., 2010; Dougherty and Meyer, 2014). In the
event, the Internet Archive has met validation challenges concerning
webpage (and thus content) age, despite the atemporal surfing
experience it affords.

For referencing, a Wayback URL supplements rather than replaces an
original URL. According to the Modern Language Association (MLA)
style guide, even (original) broken URLs should be referenced, with
access date, for the reader may be able to ‘evaluate the credibility of
the site that published the source or locate the source under a new
URL'’ (Gibson, 2016). In all the MLA recommends adding the Wayback
URL to the reference after the broken URL, rather than pruning the
citation through the use of the archived URL only (Internet Archive,
2016).

For historians, a further test concerns whether a reborn website in the
archive was ever online as such in the first place (Brugger, 2012).
Websites reconstituted by the archiving appear to be damning critiques
of their value as historical sources (Russell and Kane, 2008).
Newspapers especially, as proverbial first drafts of history, are
susceptible to hotchpotch archival reconstructions, where certain
plugged-in content is saved at another time than the front page of the
newspaper, and when one recombines it in the archive the ‘digitally
reborn source’ becomes a novel artefact of its archiving process. Even
given the missing original, the question steps beyond whether the
incomplete, archived source is acceptable, in the spirit of save what one
can. When writing digital history, or using the web as historical source,
being a scholar of the history of the web (and dynamic websites)
together with the history of its archiving (and the treatment of dynamic
websites) becomes crucial.

WEB HISTORIOGRAPHIES IN BRIEF



As discussed above, the architecture of the Wayback Machine of the
Internet Archive invites website or webpage histories, given that one
fetches the history of a URL through the interface, and peruses it
looking for minor changes with the aid of the asterisks in the classic
interface, or with a broad sweep, forward clicking month by month,
examining the larger thematic changes to the life and times of the site.

Before introducing examples of website histories, in the style of Jon
Udell’s pioneering recounting of the edit history of the ‘heavy metal’
Wikipedia article, it is instructive to mention that the biographical (in
which a website history would fall) is among at least four dominant
traditions of web archive collection, access as well as usage. The
second tradition is of a special collection, where typically elections,
disasters and changes of power or transitions are archived, such as US
presidential elections and the installation of a new pope (Schneider and
Foot, 2004). Here the approach to web historiography is event-based.
In the archiving there is an attention cycle to consider, both the run-up
to an election and transition as well as its aftermath. Archiving agility
(especially for a sudden disaster) is also called for.

A third type of web historiographical approach is embodied in the efforts
by national libraries to demarcate and save ‘national’ webs, beginning
with the preservation of the official public record and continuing often
with a carefully considered definition of a website of relevance to
national heritage (Jacobsen, 2008; Rogers et al., 2013). For example,
the Danish national librarians, pioneers in web archiving, define a
relevant national website as having at least one of four properties: in the
top-level country.dk domain, written in Danish, about a Danish subject
matter (e.g., the author Hans Christian Andersen) or material of
relevance to the Danish or Denmark, the last type of which expands the
material to such an extent that it becomes a matter of editorial selection,
bringing the librarians back into web content curation (after the demise
of the online directories and the rise of the algorithm and the automated
back-end).
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Figure 4.3 ‘Amalia Ulman: Excellences & Perfections’,
@amaliaulman, Instagram artwork in the autobiographical

tradition, 2014. See Rhizome, 2014.

A fourth, the autobiographical, is the most recent, and concerns web

properties that are essentially no longer considered websites, at least
as we have known them to be as accessible without a password and

residing for the most part on an open web. Whether they are social



media platforms or smartphone apps, they are difficult to collect and
preserve, and improbable to make accessible at any scale, owing to the
fact that they are personal, behind user logins, or have other novel
social and technical constraints. Facebook pages of public figures,
organizations and events may be stored. For example, Archive-It, the
Internet Archive service, has a default user on Facebook (Charlie
Archivist, without friends or a profile) who is logged in and captures sets
of pages that a web archivist enters into the software interface. For
social media and the mobile web, there are additional approaches, such
as capturing just the data rather than the HTML (e.g., through an API or
by individuals requesting personal data dumps from Facebook) or by
videorecording a user interacting with her mobile phone. The collections
become social media data sets, or a user video together eventually with
the smartphone itself. Relatedly, at Rhizome, the digital arts collective,
the ‘webenact’ technique, put online as webrecorder.io, has been
developed to capture or record a social media user’s pages so as to re-
enact them or play them back. The work was developed on the heels of
the critically acclaimed performance piece of the Instagram user, Amalia
Ulman (Eigure 4.3; see Rhizome, 2014).

WEB HISTORY, MEDIA HISTORY, DIGITAL
HISTORY

From the standpoint of web historiography, a website history or single-
site biography may be understood as the unfolding of the history of the
website, and with it a variety of stories may be told. First, the history of
a website could be seen to encapsulate the larger story of the history of
the web. In one example discussed in detail below, the history of the
changes to the front page of google.com (in particular the tabs or menu
items) may be read as the history of the demise of the human editors of
the web, and the rise of the back-end, of the algorithm, taking over from
the librarians. From the history of a website, secondly, one also may tell
the story of the history of media, such as how a newspaper, a radio
station, or a television channel grappled with the web, over time
(Badker and Brugger, 2017). Has the old media form, so called,
embraced new media features, only to settle back into a digitized
version of its original self? How have newspapers domesticated the
blog, or tamped down the comment space where readers can talk back
to the institution referred to historically as gatekeepers?

In a screencast documentary of the history of nytimes.com, the
newspaper has experimented repeatedly with new media forms,



beginning as a separate entity from the print version, without any
reference to the print version or to subscriptions (Hermens, 2011). It
was directed at a web-only audience with such features as ‘cybertimes’
and forums. Often these special new media forms would be jettisoned,
though some have remained such as a curated comment space as well
as novel newspaper navigation through ‘most emailed’, ‘most viewed’
and ‘recommended for you'.

A third strategy is telling the history of an idea, individual, organization,
institution or other entity to which a website has been dedicated, also
known as digital history (or history- telling with digital sources).
Examining the evolution of the contents of the ‘issues’ tab at
whitehouse.gov shows at a glance how the priorities of the US
presidential administration have changed, sometimes abruptly; after the
9/11 attacks on the World Trade Center and the Pentagon in 2001,
almost all issues on whitehouse.gov included the word ‘security’, only
gradually to broaden their scope in the years to come (Rogers, 2013b).
In another case, examining the history of theknot.com over a ten-year
period, researchers found how a simple advice and registry site became
a complex wedding planner, multiplying expenses and product
placements, concluding that nowadays for weddings ‘no expense
should be spared’ (Livio et al., 2012). Thus one view on the evolution of
the institution of marriage, reconstructed through a single-site history, is
its commercialization (together with the company’s expanding efforts at
monetizing its web offerings).

TECHNIQUES FOR MAKING SCREENCAST
DOCUMENTARIES OF THE HISTORY OF A
WEBPAGE

There are practical aspects to creating a screencast documentary of the
history of a webpage. At the Digital Methods Initiative, colleagues and |
have created tools and techniques to compile the archived versions of a
webpage and assemble them chronologically as a movie. There are
four steps: make a list of the archived pages, capture or download
them, load them in a movie-maker and record a voiceover. In the first
step, to make a list of the archived pages, one may use the Internet
Archive Wayback Machine Link Ripper. One enters the URL to be
captured from the Wayback Machine (e.g., www.google.com), and the
tool creates a list of links of its archived pages, removing duplicates by
default, and providing options concerning the capture interval (e.g.,
daily or monthly). To study minute changes to the webpage over time,
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one chooses daily snapshots, and for a fuller arc of history, monthly.
Other selection strategies of ‘halving’ and ‘zooming’ are mentioned
below. In the second step the Wayback Machine URL list (a text file) is
subsequently inputted into a screenshot generator (such as a browser
extension or a dedicated digital methods tool). Screenshots are made of
each archived webpage. The pages need to load in the browser for the
screenshot to be made, so it is advisable to fine-tune the amount of
time between screenshots so as to make sure the pages have arrived
before the screenshots are taken. The third step is to load the
screenshots into an image viewer such as iPhoto and make a project in
movie-making software such as iMovie. Finally, the voiceover is
recorded, and the movie is ready for playback.

w.The figure shows a screenshot from Jon Udell’'s ‘Heavy Metal
Umlaut’, screencast documentary, 2005, discussion of graffiti
defacing a Wikipedia article.

Figure 4.4 Screenshot from Jon Udell's ‘Heavy Metal
Umlaut’, screencast documentary, 2005, discussion of
graffiti defacing a Wikipedia article.

For the voiceover consideration should be made of the narrative
strategy. In ‘Heavy Metal Umlaut’ Jon Udell (2005) establishes the
literary and social value of the (webpage) screencast documentary,
previously known for software instructions of use and video game
walkthroughs. In the screencast, Udell deploys a simple narrative
strategy that could be employed as a starting point. He opens with an
overview of his subject matter, the revision history of the Wikipedia
article on the heavy metal umlaut. Through a ‘quick flight’ of the
changelog (speeding up the chronological loading of the pages) he
shows the growth and occasional vandalism of the article, speaking with
awe about Wikipedians’ vigilance (see Figure 4.4). Subsequently he
introduces four themes and treats them one by one. The Spinal Tap
theme concerns the typographical as well as factual question of the n-
umlaut (or heavy metal umlaut). In the vandalism piece, he is impressed
by the dedication shown by the Wikipedians, cleaning the graffiti and
reverting other offensive edits only minutes after they have been made.
He spends time talking about the organization of the article, and how
the table of contents matures over time. (The focus on the changes to
the table of contents led us to build a tool, the Wikipedia TOC scraper,
that captures a Wikipedia article’s table of contents, and with the use of



the slider, shows its changes over time.) Finally, Udell mentions issues
of cultural sensitivity, and in particular how the look of the font and the
n-umlaut is no longer associated with Nazism (as it was initially in the
article), but rather is described as Germanic. Without summarizing the
four themes, Udell concludes the screencast documentary by returning
to the first edit and jumping to the last, making mention of the
achievement of a ‘loose federation of volunteers’, in this new type of
content creation, otherwise known as the wisdom of the crowd
(Surowiecki, 2004). In the edit revision history of a single Wikipedia
article, it is as if web history was made. The screencast captures the
birth of user-generated content.
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Figure 4.5 Original output of Wayback Machine for the
qguery, www.google.com, August 2008, with asterisks
indicating unique pages, compiled for screencast
documentary, ‘Google and the Politics of Tabs’. See R.
Rogers and Govcom.org, 2008.

‘Google and the Politics of Tabs’ is the first single-site history made that
follows in Udell’'s footsteps, and tells a history of the web through the
changes made to one page. It is the history of Google seen through its
interface from 1998 until early 2008, and through seemingly tiny
changes to the tabs above the search box it tells a larger story about
the history of the web (Rogers and Govcom.org, 2008). It makes use of
all the available, updated Google front pages in the Internet Archive,


http://www.google.com/

captured and played back, in the style of time-lapse photography (see
FEigure 4.5). ‘Google and the Politics of Tabs’ chronicles the subtle
changes to the Google front-page real estate, showing the services that
have risen to the interface, achieving tab status, and the others that
have been relegated to the ‘more’ and ‘even more’ buttons. As its main
theme, it tells the story of the demise of the directory (particularly
Dmoz.org’'s), and how the back-end algorithm has taken over the
organization of web information at the expense of the human editors
and librarians.

CONCLUSIONS: THE VALUE OF
CAPTURING WEBSITE HISTORIES

Archived websites may be re-rendered for web, media and digital
history. In terms of those to be told in the voiceover narrative of a
webpage history, one could be of loss; something of value has been
taken or replaced. In ‘Google and the Politics of Tabs’, which details a
decade’s worth of subtle changes to the google.com interface,
ultimately the algorithm has taken over from the librarian on the web.
Another is about transformation, or even continuity. Despite massive
change around it, the object or subject has remained remarkably the
same (or nearly so). In another variation, despite transformation, it has
returned to its original form. As discussed above, the enthusiastic
embrace of new media or its stubborn resistance is made the subject of
the screencast by scrutinizing how a newspaper website has evolved.
Has the old media form, so called, radically embraced cyberspace and
new media features, only to settle back (largely) into a digitized form of
its original self, as in the case of nytimes.com? How have newspapers
domesticated the blog, or tamed the comment space where readers
once could talk back to the institution referred to historically as
gatekeepers? Here the story concerns incorporating new media into
established practices. In each case one is considering the overall
narrative of change, concentrating on a limited number of storylines,
and leaving out the rest. A third strategy is to allow the history of an
idea, individual, organization, institution or other entity to unfold in the
changes to a website. The wedding as institution could be simple, or it
can be industrialized, as a website, theknot.com, and the web is further
monetized with the rise of e-commerce. One can thus build in the recipe
of a great novel. Capture the times through the changes occurring in the
life of an institution — on its leading website.



Table 4.1 Top issues at whitehouse.gov before and after the transition from President
Obama to President Trump.

19 January
2017 20 January 2017
Civil Rights America First Energy Plan

Climate Change America First Foreign Policy

Economy Bringing Back Jobs And Growth

Education Making Our Military Strong Again

Foreign Policy Standing Up For Our Law Enforcement
Community

Health Care Trade Deals That Work For All Americans

Immigration

Iran Deal
Source: Wayback Machine of the Internet Archive (archive.org).

On 20 January 2017, with the incoming presidential administration,
whitehouse.gov changed dramatically. A story in the New York Times
opened: ‘Within moments of the inauguration of President Trump, the
official White House website on Friday deleted nearly all mentions of
climate change... The purge... came as part of the full digital turnover
of whitehouse.gov, including taking down and archiving all the Obama
administration’s personal and policy pages’ (Davenport, 2017).



Capturing ‘transitions’ such as the Papal in 2005 by the Library of
Congress is an event-based web historiography, pioneered in the
websphere technique that curates a collection of thematically related
and interlinked sites over a period of some months. One also may
capture such transitions through website histories, where changed front
pages are made into screenshots (or otherwise captured) and played
back as a screencast documentary or even as an animated gif. Here
the display of content removal tells the story of changes in political (and
policy) priorities. One may also focus on additional sections or pages on
the website, such as the changes under the ‘issues’ tab, where after 20
January 2017 whitehouse.gov had such issues as ‘America First
Energy Plan’ and ‘America First Foreign Policy’, which are distinctive in
(sloganeering) style and substance to those on 19 January 2017 prior to
the administration turnover (see Table 4.1).

The Internet Archive (and web archives generally) are commonly
thought of as sources for ‘digital history’, however much actual historian
use of web archives appears to be limited (and is understudied). With
such use digital source criticism becomes a focal point with concerns
about how in the archiving a ‘digitally reborn’ source may be
reconstituted in a form that never existed in the first place. Here is a
particular case where digital history may draw from web history, and its
study of different forms of ephemerality (Chun, 2013). Indeed, web
archives have not necessarily been justified for the purposes of telling
web history (or media history), however much active use may be made
of them by researchers in that field. Above | reintroduced the notion of
‘website history’ and put forward a particular approach to it (screencast
documentary) that allows one to pursue a variety of histories: web,
media as well as digital history.

The screencast documentary approach derives from digital methods, or
the use of tool-based methods for web data extraction and analysis.
The research affordances of the Wayback Machine are the point of
departure, for it provides a list of stored pages (and an indication of
which ones have new content, aka the ‘diffs’) that can be captured and
played back in the style of time-lapse photography. The website history,
it is argued, could be seen in the web historiographical tradition of
website biography, which is distinctive from event, national or
autobiographical styles of collection and curation. Once captured, the
website history may be narrated; in the examples given the stories
revolved around loss, continuity and transformation. They concern how
the history of a single website may encapsulate the history of the web,
how so-called old media perpetuates itself in the new media, and how
the transformation of an institution may be captured.



Project

Produce a screencast documentary on
the history of a website

RESEARCH GOAL To capture past versions of a website via the
Wayback Machine of the Internet Archive and narrate website
history in a screencast documentary.

1. Consider the type of website history to tell: web history,
media history or digital history.

a. Web history. The history of some websites may be
seen as encapsulating a larger story of the history of
the web. See ‘Google and the Politics of Tabs’, where it
Is put forward that with the demise of the Directory in
Google, ultimately the algorithm took over from the
librarian on the web (see below and Eigure 4.6).

b. Media history. The relationship between old and new
media forms can be scrutinized by examining how a
newspaper, a radio station or a television channel has
‘webbified’ itself over time. Has the old media form
translated its features and ported them onto the web, or
embraced ‘new’ media, transforming itself along the
way? Has it experimented only to revert to its original
self, with perhaps a smattering of online cultural forms
retained? Newspapers are intriguing candidates for a
study of the collision between the web and print, for the
web promised to do away with gatekeeping through
debate and comment spaces and introduce citizen
journalists, with content sourced from the crowd.

c. Digital history. A third strategy is to recount the history
of an institution or other entity to which a website has
been dedicated. A typical example would be the
analysis of the issue lists of the US White House over
time. One can view the changing times and priorities
through the changes to a webpage. Counter-intuitive
stories are of particular interest; one could find stability
despite outward, massive change.

2. Choose a website to study and obtain the list of archived
versions of its URL from the Internet Archive Wayback



Machine.

. Type the URL into the Internet Archive Wayback Machine
Link Ripper. Choose to exclude duplicates and multiple
page versions per day to show broad changes over time,
and a longer arc of history. There are scenarios where one
may be interested in multiple page versions per day. In a
micro-temporal project, one could consider a ‘developing’
story over short periods of time, such as the changing
headlines of a newspaper on election night.

. Once the tool has completed its task, choose the tool's
output menu and save the list of URLs of the archived
versions as a text file.

. Make a selection of the archived versions. Consider using a
threshold technique (halving or zooming) in order to remove
archived versions less relevant to your narrative. In your
screenshot collection, select an image from the middle of
the list, and compare it to an earlier and later screenshot; if
the one in the middle is the same as the earlier screenshot,
all in between are probably the same as well. Consider an
‘even’ history by choosing archived versions at stable
intervals or an ‘uneven’ history by using only archived
versions from key dates.

. Use a screenshot generator to produce the snapshots of the
archived versions.

a. Insert URL list.

b. Screenshot generator is set to 1024x768.

c. Time to wait is 20 seconds between screenshots to
allow Wayback Machine URLSs to load. You may wish to
conduct a test to determine whether the time to wait
should be adjusted.

d. Wait until all screenshots have been captured. This
may take a couple of hours, depending on the number
of archived pages in your selection.

e. Check if all went well by looking at the screenshots.
Sometimes the archive returns an error. Note the URLS
of the erred screenshots in a new text file and use the
screenshot generator to capture them anew.

. Prepare your narration. Here are some considerations
based on Jon Udell's ‘Heavy Metal Umlaut’ screencast on
the evolution of the eponymous Wikipedia article. Below is
also the narrative of the seminal screencast documentary,
‘Google and the Politics of Tabs'.

a. Jon Udell’'s narrative strategy provides an overview of
the story at the beginning (‘quick flight’), and then
delves into a set number of sub-elements or aspects in



detail, closing with a larger point. As in a presentation
of a network visualization, first is the overview, then
zoom in to a few clusters, and zoom back out so as to
conclude.

b. Consider the overall narrative of change. The story to
be told may be one of loss; something of value has
been lost or replaced. It may have returned but the
environment has changed. Another is about
transformation, or perhaps continuity. Despite massive
change around it, the object or subject has remained
remarkably the same. Despite transformation, it has
returned to its original form.

c. Concentrate on discrete storyline(s) and cut the less
relevant. Resist exhaustiveness. Select a small number
of key aspects to focus on rather than narrating every
minute detail.

d. Consider web attention span, and the YouTube style.
Compile the images into a video with narration that is
maximum ten minutes in length (an early YouTube cut-
off), but preferably half that amount of time.

8. Load screenshots into an image viewer. Consider
annotating the screenshots to highlight specific narrative
elements.

9. Make project in a movie-maker. Sort by name, which keeps
the pages in chronological order. Record narrative.
Alternatively, there is a built-in screen-recording feature in
QuickTime.

Screencast documentary example:
‘Google and the Politics of Tabs’

Narrative voiceover. This is the history of Google as seen
through its Interface. From the beginning, sometime in
November 1998 all the way up until late 2007. These are
screenshots of Google Interface taken from the Wayback
Machine of the Internet Archive. The history of the Google is
important. For some people, Google is the Internet. And for
many, it's the first point of access. And Google, as the face of
the Internet, has remained virtually the same over the past ten
years. But there have been some subtle changes to the
:jnterflace. So let’s go back and look at this in a little bit more
etail.



You see initially Google with a standard Web search button and
its intriguing ‘I'm feeling lucky’ button have been your only
options. Then the Directory gets introduced with some front-
page fanfare. It's the Open Directory Project, Dmoz.org, that
Google’s built an engine on top of. Then come the Tabs on top of
the Search box with the Web search being privileged at the far
left, followed by Images, Groups (that’'s searching Usenet), and
the Directory makes it to the front page. News, the Google news
service, the news aggregator was next. Froogle is introduced,
that was that cost comparison e-commerce service. And that
stayed on the front page for a while, then was dropped. Followed
by Local, which later became Google Maps. You can see that
the services are becoming more and more present; there are
now five or six at the top bar. Then they add a ‘More’ button.
What we’'re interested in is which services remain on the front
page and which get relegated to ‘More’ or ‘Even More’. But let’s
look at this in some more detail.

Let's look at the fate of the Directory over time. It's a story of the
demise of the librarian, of the demise of the human editors of the
Web, and the rise of the back-end, of the algorithm taking over
from the editors. Now you see that it's introduced with great
fanfare in 2000. The Web is organized by human editors. It
remains on the front page. It achieves the Tabs status that we
talked about previously. Fourth Tab here. And keeps its place on
the front page even as other services are introduced. However,
in 2004 something happened: it got placed under the ‘More’
button. You had to click ‘More’ to find the Directory. And in 2006,
if you clicked ‘More’, the Directory wasn’t there; you had to click
‘Even More’ and there you would find the Directory. As it loses
its standing, it also loses recognition. Lots of people don’t really
remember that there is a Directory just like other services that
have left the front-page real estate. Also of interest are the
services that climb from being ‘Even More’ to ‘More’ and all the
way to the front page. But with the Directory, it's a sadder story.
As the interface of Google moves upper left, and you click
‘More’, you see that there’s no Directory any longer. And you
also see that there is no ‘Even More’. So nowadays you have to
search Google for its Directory to find the Google Directory.

‘Google and the Politics of Tabs’ by R. Rogers and Govcom.org,
Amsterdam, 2008.

Quicktime movie, 5'00’,
https://movies.digitalmethods.net/google.html (see also Figure



https://movies.digitalmethods.net/google.html
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Figure 4.6 Google’s Directory on Google’s front page
[n 2000 and receiving tab status in October of 2001
éeft), before being relegated to under the ‘more’
(middle) and finally the ‘even more’ buttons (right).
Excerpt from Digital Methods Initiative and Kim de
root, ‘The Demise of the Directory: Web librarian
work removed in Google’, Information Graphic, 2008,
{/vww.govcom.org[publications/drafts/GCO directoryf

all.pdf
S

fr\/ideo tutorials

ilew these two tutorials on how to operate the Wayback
achine:

=20

‘Research with the Internet Archive’s Wayback Machine’
(7°02"), www.youtube.com/watch?v=mShvg718JN8sssss

‘The Internet Archive Wayback Machine Link Ripper’ (2'04"),
www.youtube.com/watch?v=DVa2TBhp4a4

ools

Internet Archive Wayback Machine Link Ripper,
https://tools.digitalmethods.net/beta/internetArchiveWaybac
kMachineLinkRipper/

Screenshot Generator,
https://tools.digitalmethods.net/beta/screenshotGenerator/
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http://www.govcom.org/publications/drafts/GCO_directoryfall.pdf
http://www.youtube.com/watch?v=mShvg718JN8sssss
http://www.youtube.com/watch?v=DVa2TBhp4a4
https://tools.digitalmethods.net/beta/internetArchiveWaybackMachineLinkRipper/
https://tools.digitalmethods.net/beta/screenshotGenerator/

FIVE GOOGLE CRITIQUE: AUDITING
SEARCH ENGINES

Probing Google to identify privileging mechanisms and bias

GOOGLE, INFORMATION POLITICS AND
ALGORITHMIC AUDITING

What follows is search engine critique, concerning Google in particular,
that leads to methods to audit or evaluate engine privileging
mechanisms. It begins with a brief discussion of the seemingly
iInnocuous Google Doodles, the colourful graphics occasionally
festooning the Google logo on the search interface. Thereafter | focus
on six types of critique: the objects and subjects brought into being by
Google (such as ‘spammy neighbourhoods’), Googlization (connoting
globalization and hegemony), Google’s information politics (including
participating in state censorship), its licensing (or what one is agreeing
to when searching), its materiality and environmental footprint as well
as issues surrounding certain products such as Google Street View, as
Google leaves the web, capturing more spaces to search. Finally, | turn
more specifically to Google biases as they have been charted through
‘algorithmic auditing’, or studying the outputs of search, autocomplete
and other results for discrimination.

Google’s Doodles have been around since Google’s inaugural year in
1998, when the founders made the first one of the Burning Man festival
and have evolved from being static and sporadic cartoons to elaborate
and routine animations and miniscule interactive games. There is a
coterie of Google Doodlers on staff. In recent years, Google’s Doodles
have become an object of study and papers have emerged about them,
discussing Google’s ‘fluid brand identity’ as well as a gender and racial
bias indicated by those chosen to appear on the front-page interface
(Elali et al., 2012; Montafo and Slobe, 2014). Google’s Doodles largely
fall into two broad categories: that of great achievements of humankind
(and their achievers), and national holidays, such as ones that have
appeared on the Polish national day as well as on the Mexican Day of



the Dead. These seemingly innocuous Doodle types represent two
significant sides of Google’s preferred image: the global and the local
(or glocal). That is, they befit the two kinds of messages that Google
would like to communicate about itself: Google web search as
belonging in the lineage of the great creations, and Google as a series
of national machines (hewing to national legal jurisdictions) rather than
merely a single, universalizing one that Americanizes or globalizes
online cultures and search markets. There was once a trivia question
concerning the few national online spaces Google search does not
dominate, owing to still vibrant national engines or legacy partnerships:
China (Baidu), Russia (Yandex), South Korea (Naver), Japan (Yahoo!)
and the Czech Republic (Seznam). (Taiwan (Yahoo!) was often in the
mix, t0o.) Nowadays that list is shrinking with perhaps only China and
Russia having clearly dominant national engines, if one aggregates
desktop and mobile search.
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Figure 5.1 AIDS Google Doodle.

Source: Prada, 2007

Piotr Prada, the Polish artist, was one of the earliest to make a series of
artworks using the form of Google’s Doodles with his ‘On Occasion’
project that comprises a series of logo alterations that comment on what
Google does not address (2007). Prada portrays what they might look
like if there were ones for HIV/AIDS, the crisis in Darfur in South Sudan,
or the Asian tsunami and its victims (see Eigure 5.1). Google’s
demureness towards doodling the issue of HIV/AIDS on its international
awareness day (1 December) has drawn attention almost every year
since 2010 (Baughman, 2010; Anderson, 2012; Fratti, 2014). Doodles
have been made for other days on the international issue calendar such
as Universal Children’s Day; the occasional ribbon will appear under the
search bar on other meaningful days, such as International Women'’s
Day. Thus, there is an issue day hierarchy — those with doodles, those
with ribbons and those without acknowledgement. Whilst not a doodle
per se, one major exception to the apolitical Google web search
interface occurred in 2012 when the company, like a number of
particularly US-based tech firms, protested the Stop Online Privacy Act
or SOPA, the US legislative proposal, by blacking out its logo, in the
style of redaction, thereby joining other organizations including
Wikipedia that ‘went black’ entirely for a day.

When discussing how Google critique assumes cultural forms, | would
like to venture further than its globalizing, de-politicizing interface, and
touch upon quite specific treatments. There are four different types |
identify. The first is what | call Google objects and subjects, which are
things and people that Google brings into being, such as the deep web,
flickering man, attention deficit and filter bubble. A further Google
embodiment is the data body, one of the terms that refers to the
collection of data on you that in itself ‘acts’. The second category of
critique is Googlization, a notion coined by tech journalists but which
was taken up in particular by library scientists in the late 2000s, during
which time well-known books were written called Google and the Myth
of Universal Knowledge and The Googlization of Everything
(Jeanneney, 2008; Vaidhyanathan, 2011). Googlization of course
evokes monopolization (or at least hegemony) as well as globalization,
referring to how Google takes over industry after industry (in country
after country) with its particular ‘free’ business model, based on
furnishing a service in exchange for user data (Anderson, 2009). The
company then makes use of that data to earn revenue through
advertising. The term ‘Googlization’, however, was proffered when



Google entered the hallowed halls of the library with its Google Books
Project, which it subsequently used as a blueprint of sorts for its Google
Art Project by again partnering with major institutions and digitizing and
putting online their holdings under the Google banner. For Googlization
scholars, those projects — rather than ‘just’ trying to organize the world’'s
information as its motto has read — crossed the line, and librarians,
including the national librarian in France, began using this term to
admonish against ‘Googlizing’ every industry and institution, prompting
alternative European search engine projects (the infamous Quaero),
non-partnering (the Louvre) as well as a new term of derision of French
origin that speaks to American, digital cultural imperialism: GAFA,
standing for Google, Apple, Facebook and Amazon (Chiber, 2014).

Google’s information politics is the third type of critique, referring to a
series of epistemological crises concerning censorship and results
ordering, which Google has become embroiled in over the past couple
of decades. | would like to highlight the case of Google China in
particular, when Google was caught furnishing state-filtered results, in
an evidentiary interface, created by the Citizen Lab at the University of
Toronto, that placed google.com’s and google.cn’s respective engine
outputs side by side. The other kind of information politics concerns
more specifically how Google orders and ranks websites in its search
results. Certain websites are privileged by Google and others are not,
and work targets the issue of whether all websites receive equal
treatment by Google. A handmade gif, ‘Wikipedia is the new Google’,
captures the seemingly hard-coded appearance of Wikipedia at the top
of substantive engine queries. In this context, the notion of ‘spammy
neighbourhoods’, a characterization offered by Matt Cutts, the long-time
in-house blogger, is also central in the privileging question, for it
introduces parts of the web populated by content repeaters, illegitimate
aggregators, pirates and other engine fodder makers that Google’s
frequent algorithmic updates address and, in fact, suppress (Cutts,
2006). In a sense, ‘personalization’ or what Eli Pariser (2011a) famously
referred to as the ‘filter bubble’ extricates the engine from the debate
surrounding universalizing engine results, in that they are now co-
authored by engine and user. No longer are Google results the product
and purveyor of the Matthew Effect (rich becoming richer), however
much, even with personalization, the engine still regularly puts it on
display. With personalization, the user also authors the results, shifting
the blame away solely from the engine.

A fourth critique of Google, targeting the topic of licensing, concerns
what one agrees to when typing something into Google’s search bar
and hitting return, clicking on search or the ‘I'm Feeling Lucky’ button,
Google’s intriguing, lesser used option that bypasses Google’s ad-



serving pages and main revenue source. Whichever form of activation
IS used, one enters into a contract with Google, and as such that deal
has been worthy of exploration, including the futility of ‘agreeing’ to the
contract, as well as the derivative works one could make of Google
results, if they were not forbidden and if the contract one has entered
into were broken.

Certain Google products have been the object of scrutiny, especially
Google Maps and Street View, whose camera cars photograph houses,
sidewalks and streets, and stich them together. Having lost the ‘social
space’ to Facebook, Google’s quest to dominate the locative space
(maps) may be regarded as search in need of space, or an attempt to
create or at least enclose new spaces for its search technology.

Finally, | take up Google as discriminatory machine and the family of
techniques by which such claims are made. ‘Algorithmic auditing’, which
derives from a rich social sciences history of documenting housing
discrimination through fieldwork, is the practice of examining the
outputs, in this case, of Google, be they search results, Google ads,
autocompletion or related sites. These techniques are briefly reviewed
and applied, where one can research such auditing critiques as
preferred placement, credibility hierarchies, discrimination,
personalization, political bias and (successful or less successful)
content moderation. There is also a brief discussion of neo-colonial
results, or the extent to which they may or may not be decolonized.
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Figure 5.2 Rendition of uploading a file to the Icelandic
cloud.



Source: Metahaven, 2013.

GOOGLE OBJECTS AND SUBJECTS

The first example of an object that Google (and its early competitors
such as Northern Lights, Excite, Alta Vista and Lycos) brought into
being is the deep web. The term was coined around 2001, having
emerged from studies in the 1990s of the heretofore ‘invisible web’,
where researchers found that search engines index only a relatively
small portion of the entire web (Lawrence and Giles, 1998, 1999). At the
time, engine coverage, whilst varying by technique, was at most 16 per
cent, meaning that there is this other web ‘out there’, beyond reach and
ken. It turned out to be vast, and far greater in size than the World Wide
Web (Bergman, 2001). This deep web is often depicted as the
submerged core of an iceberg, with its tip being the small part of the
‘surface web’ that one can access through search engines skimming its
top layer. Later, the unindexed web darkened and also became a kind
of temporary autonomous zone. Initially one could still Google parts of
it, locating BitTorrents and other ripped and remixed content, often
under copyright, that had been uploaded for others to download. With
the rise of illicit or dirty downloading — before the cloud would clean that
up — came defences of remix culture and off-shore server farms, such
as the Principality of Sealand, a disused British sea fortress in
international waters, that drew interest from the Pirate Bay, the Swedish
file sharing site and global social movement, and was the source of the
Metahaven’s Sealand Identity Project, and other critical identity work on
data havens and alternative clouds (see Figure 5.2). Gradually, as
national jurisdictions took on the pirates, bringing copyright infringement
lawsuits, a still darker web emerged, which Google perhaps chooses
not to index; apart from references to experiments in 2008, the official
Google blog rarely mentions the deep, and never the dark web. The
online underworld (notably the erstwhile Silk Road run by Dread Pirate
Roberts) is made available not through Google but Tor browser search,
where one reaches so-called ‘onion land’.

A related object brought into being by Google is the orphan website.
This is a sad site that through its lack of inlinks does not become
indexed by Google, and thereupon does not receive attention. It resides
in not so much a deep but a kind of pitiful web, which does not garner
(engine) traffic, and does not have any comments on its blogs, any
ratings on its sites and is never liked, even if the sitemaster has taken
the trouble to implement social buttons (Lovink, 2008). In this web, sites
are not returned in Google’s search results and, hence, they are also



neglected. Artworks have commented on how Google buries websites
and disregards orphan websites. One is called Shmoogle, created by
Tsila Hassine, joined later with a group called De Geuzen. When one
types a query into Shmoogle and hits return, it randomizes Google’s
results (see Figure 5.3). Together with ‘democratizing’ sources,
Shmoogle also seeks to intervene in the hierarchy of source credibility
suggested by rankings. As the artist writes:

[L]et’s take ‘art’ for example. Google’s first page consists of the
Metropolitan museum, the National Gallery, MoMA, and some
art portals on the web (not much of a surprise). On Shmoogle,
a (possible) first page features sites entitled ‘we make money
not art’, ‘Olga’s gallery’, and ‘Art Passions’, among others — did
you know these sites exist? (Hassine, 2005).

As cultural critics have pointed out, a subject that Google brings into
being is one with an attention deficit, also known as ‘flickering man’
(Carr, 2007). The expectant search engine user types a query into the
search bar, and is returned results forthwith, as Google reinforces by
advertising the speed with which they are returned, e.g., ‘About 43,100
results (0.14 sec)’. This sense of being served immediate results is a
development trajectory that continues with autosuggest (and what was
called Google Instant) as well as with the voice activated search
beginning with ‘OK, Google’. Over the last 25 years, one of the subjects
of related research has been how users interact with search engines,
where some of the earliest studies, beginning in 1997, found that
people were mostly only looking at the first few pages of results (Jansen
and Spink, 2006; Jansen et al., 2009). Defaults of ten results per page
remained set, meaning glancing at more than 30 results would be
extraordinary. Over the years, however, people began browsing fewer
pages still, and, ultimately and most recently, not even leaving the first
results page or looking past the first result itself. Such a perfected
Google, where there would only ever be one result, harks to the Google
game, googlewhacking, which you win when your query returns only
one result. Together with googlebombing and what was once known as
ego-googling, these were considered the well-known alternative uses of
Google, before Philipp Lenssen published 55 Ways to Have Fun with
Google that extended the list to include more (2006). But more
poignantly, returning the sole, ultimate result per query is actually a
company goal, as its CEO pointed out in 2015: ‘When you use Google,
do you get more than one answer? Of course, you do. Well, that's a
bug’ (Ferenstein, 2015).
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if you wish to host Shmoogle on your server, and for any other questions, please contact: S Mg @ gmail.com

Due to a sudden popularity rise Shmoogle might be temporarily blocked by Google!
Here's a link to the post that triggered it (in German)

ou can also use Shmoogle at this mirror site (thank you De Geuzen

Figure 5.3 Shmoogle.
Source: Hassine, 2005.

As fewer results pages and fewer results are perused, the greater the
value of the front-page real estate, or the top of Google’s search engine
results page, known in the search engine optimization (SEO) literature
as SERPs. Heat maps of user eye movements across these results
produced the object called the ‘Golden Triangle’, the area at the top left
where most eyes gravitate the longest (in left-to-right reading cultures)
(Mediative, 2011). In a more recent study the same digital agency found
that people are now looking further down the SERP. Instead of the
‘Golden Triangle’, the image outputted in the heat map work looks more
like a scrolling finger, somewhat similar to the oft-remarked F-shape of
user gazing. The noticeable change in behaviour may be the result of
smartphone user scrolling together with a variation on ‘banner ad
blindness’ and dissatisfaction with the results; one glazes over the
Google properties at the top of the returns, such as the Google News or
Google Images sets, until setting one’s eyes on the top organic results,
as they are called by industry.

Having appeared under a few names, the third Google subject is the
data double, software self or the data body. Data double (put forth by
Mark Poster, 1990) and, later, data body (by the Critical Art Ensemble,



1998), both describe the aggregated data points collected about an
individual, kept by governments (turning one into a number, in the
1960s-style critique), or by corporations, making one a niche market to
be behaviourally targeted. The various data points collected such as
flight itinerary, credit card type, special meal and nationality of passport
via the US Advanced Passenger Information system arrive to the
authorities before the air traveler does, resulting in an advance profile or
‘data derivative’ that is acted upon by the security team, such as in an
additional screening (Amoore, 2011). The data body as referred to in
the case of Google (or search engines more generally) is considered to
be a new one, brought into being on the basis of one’s search history.
An example is the case of the America Online search engine, when it
released user search histories to scientists in 2006. The engine
company released search queries from a period of six months for
hundreds of thousands of users. Each individual's search history, or
data body, was anonymized in the sense that each was given a number.
One is AOL user 311045, who apparently owns a Scion car, is
interested in the US Open, but also has queries such as [how to get
revenge on an ex], [how to get revenge on an ex girlfriend], and [how to
get revenge on a friend who f---ed you over]. In his search history,
311045 then reverts back to the less animated [replacement bumper for
scion xb] (McCullagh, 2006a). In this particular sense, John Battelle
(2003b) has remarked that the search engine houses a ‘database of
intentions’, one that saves one’s aims and plans prior to acting. Rather
than new software selves as the life blog or quantified self, it was
thought of as a private search self. At least no one would expect that
one’s search history would be made public, given the usual context of
searching (others peeking over the shoulder?). Indeed, AOL search
engine users who were de-anonymized in the research data release
said the same, including an old lady from Georgia USA (4417749) who
was located and interviewed by the New York Times. She explained
that she was querying the medical conditions of her friends (Barbaro
and Zeller, 2006). The artists and video-makers Lernert Engelberts and
Sander Plug made a 13-part documentary (or set of mini-movies) about
another AOL user, 711391 (2009). ‘I love Alaska’ (one of the queries)
chronicles her ‘heart-breaking’ search history, providing a particularly
intimate portrait; 711391 converses with the search engine, typing in
statements and questions about a snoring husband, online romance,
gay churches and God.

There are at least two modes of Google use: logged in or not. The data
body that Google has formed has more agency when one is logged in,
for there are more signals to work with. Even when not logged in,
however, results are personalized (or pushed) and data extracted (or
pulled) because of the cookies that Google sets, and information it



gleans (one’s location from the IP address, for example). Scroogle, in
operation for about nine years before it was forced to discontinue in
2012, owing to changes Google made to its advanced query settings,
sat on top of Google, and ‘crumbled its cookies’. With the Dickensian
Google logo (itself a kind of Doodle commentary), it invited one’s
gueries, and outputted Google results, without the user being tracked or
without any data being collected. It would serve no ads. There would be
no Google properties in the results, such as YouTube videos, Google
Images, Google News. It pinched pennies in the sense that no revenue
was generated by Google when queries were made through Scroogle.

Another reaction to Google’s collection of user data is the ‘artware’
Firefox add-on, Track Me Not. It is a play on words on the radio button
in the browser’s privacy panel, Do Not Track, which only ‘asks’ websites
not to collect data, in the voluntary industry gesture. Track Me Not
practices the art of obfuscation, for when installed, the extension sends
random text to search engines every once in a while, not allowing a
‘sensible’ search history (and data body) to be built. After Scroogle
ended, questions arose (e.g., in articles in the industry-standard Search

Engine Land) concerning alternatives.. Continuing the wordplay (in a
so-called domain hack), donttrack.us, makes the case for DuckDuckGo
in its three-slide presentation: ‘Google trackers are lurking on 75% of
websites, Google uses your data for ads that follow you around, and
your personal data remains in Google indefinitely’ (2017). The
alternative engine, in its ‘herpes query’ example, essentially argues that
we share our problems with search engines, which save and profit from
them as well as remind us of them, continually, for they follow us
around, website to website, in the form of discomforting ads.

1 The trade publications that follow the search engine industry include
Search Engine Land, Search Engine Watch and Search Engine
Roundtable.

Relatedly, privacy enhancing technology (as it is often termed) also
should allow the ‘right to oblivion’, or the capacity for forgetting, a
concern that ultimately became Google regulation in the European
Union. In the EU privacy directive, individuals may make requests for
‘delinkings’, that is, the removal of links from search engine returns that
are personally damaging. The content remains online; it is only delisted
from the SERP.

One final object that Google has brought into being is the ‘filter bubble’,
a term for the confined cognitive space one finds oneself in, after
Google ‘filters’ results based on one’s data body. It was coined after



Google ‘flipped the switch’ in December 2009 from universal results for
all to personal results for each. Eli Pariser, developer of significant new
media mobilization concepts — ‘moveon.org’ (for organizing people in
1998) and ‘upworthy.com’ (for virally circulating content in 2012) —
speaks (in his Ted talk) of two friends who query ‘Egypt’, where one is
presented with results about the Egyptian Revolution of 2011 and the
other about holiday-making in the land of the pyramids. Incidentally,
these results are both from google.com, rather than from google.com
and google.com.eq, respectively. The larger point Pariser makes with
the filter bubble argument is that we do not know whether there is a
difference, given Google’s ‘invisible algorithmic editing of the web’
(Pariser, 2011b). Users rarely compare one set of results with the
previous set or with each other.

GOOGLIZATION

Googlization is critique of another nature than inclusion and exclusion
or personal data collection and personalization, for it casts a much
wider net about Google’s impact across societally significant
institutions. Coined by John Battelle in 2003, who referred to it as a
‘creeping dominance of Google over nearly all forms of commerce on
the web’, Googlization spells the end of the innocence of the internet,
and introduces a mass media critique of new media (Battelle, 2003a).
When Wikipedia first asked its users in 2010 to donate, it promoted
itself as one of the top five websites in the world with servers that need
to be maintained and so forth. In contrast, ‘Google might have a million
servers’, said Jimmy Wales, Wikipedia’s founder (Wikimedia, 2011).
When considering that a search engine has a million servers,
geographically distributed, one is no longer in a start-up environment.
Given this scale of infrastructure, the question is, should Google be
reframed as mass media?

If mass media is constituted by barriers to entry contiguous with large-
scale production and distribution, as well as striving to reach the largest
possible audience, Google fits the description. New media were often
distinctive from mass media, given the ‘interactivity’, but one cannot
‘talk back’ to Google. There is not a comment space below the search
results, for example (as ridiculous as that may sound). Power is just as
asymmetrical as when there is a strict separation between producers
and distributors on the one hand, and receivers on the other, as with
television. Another mass media critique is that relations between
senders and receivers are commodified, impersonal, and anonymous.
Google has sought to change the advertising model, from broadcast



advertising (say, billboards) to what is called direct or personalized
advertising (Turow, 2006). This is advertising that is increasingly based
on a personal profile of attributes and desires. Whilst the growing
relationship we have with our search engine may be described as
commodified, it is certainly not anonymous, whether logged in or not.
Finally, the tendency to standardize content (downwards) does not
appear to apply to Google, given personalization, however much the
actual amount of personalized content in engine returns seems
empirically low (Feuz et al., 2011; Puschmann, 2017; Le et al., 2019).

In its early form, PageRank performed a kind of citation analysis, where
websites rose in the rankings owing to inlinks from influential websites
(Rieder, 2012). Some 500 or more so-called signals later (sometimes
divided into ‘content factors’, ‘user signals’ and ‘technical factors’ by the
SEO industry), Google Web Search, however, relies more heavily on
user clicks rather than influential inlinks (web citations) (Smart Metrics,
2016). In other words, Google returns pages that have been ‘voted up’
by users, making it into a ‘popular content’ machine — rather than one
based on web citations. Google, in outputting popularizing web search
results, appeals to the masses.

Googlization could be said to have spread across front-ends and back-
ends. Front-end Googlization would be the desire to implement (or
emulate) Google aesthetics, including single input field, fast loading
time, instant returns, anticipatory results, geo-detection, no settings or
filters, hidden affordances (such as quotation marks for exact matches)
and so forth. At the interface level, Google (especially when Doodle-
free) is remarkably clean. It has decluttered itself over the years,
shedding first the tabs in place since 2001 as well as the drop-down
menu, upper left, that replaced the tabs in 2007 (as per the movie
‘Google and the Politics of Tabs’, mentioned above). There is just a
single search bar, with two buttons, including I'm Feeling Lucky, a
vestige said to be a cultural reference (from Clint Eastwood’s Dirty
Harry movie from 1971) referring to the ‘confidence and swagger’ of the
start-up company betting it could produce the result the user wanted in
one shot (Remaker, 2015). It also humanizes the machine (CHM Tech,
2017). The languages (spoken at one’s geo-detected location) have
been added beneath the search bar. The minimalism suggests
algorithmic brilliance and belies not only the complexity of the engine’s
back-end, but also the messiness, summed up in the quip that ‘Google
doesn’t know how its engine works, but only that it works’ (Schwartz,
2016). Whilst there is no ‘content moderation’ (described as the ‘soul-
crushing’ job at social media companies), results are checked by
humans. During the Covid-19 pandemic, official sources were added as



side bars, however, revealing the humans behind the machine once
more.

The back-end of Google is complex in other ways, as the phrase ‘multi-
sided market’ would suggest, which is used to describe a platform’s
business model. Google ‘coordinates’ multiple parties finding and doing
business with each together, whilst being rewarded for their
interactions. Back-end Googlization would be the uptake of such a
market or ‘platform logic’ across the web (and app space), as practiced
by Facebook, Uber, Airbnb and others (Schwarz, 2017). How Google
makes its money was described in 2002, in some of the earliest ad
word art, as ‘semantic capitalism’ (Bruno, 2002). Google sells words.
‘Free’, it turned out, was the most expensive word of all. Ads must be
ads, related to the website to which the user is sent, rather than poetry;
after the artist created short ditties and embedded them in ads, his
account was disapproved. More recently, Pip Thornton (2017)
demonstrated Google’s ‘monetization of language’ by valuing entire
books (like Orwell's 1984) by pricing the words as AdWords (1984 came
in at £58,318.14).

One of the more well-known works to explore Google’s back-end is by
Ubermorgen, Ludovico and Cireo (2005; Dewey, 2014). They generated
revenue from the ads, and the money was spent buying company
shares in Google. ‘Google Will Eat Itself’ relied on bots visiting a
network of so-called hidden websites, and clicking on banner ads,
which prompted the company to revoke the account (click fraud).
Google Will Eat Itself is one in a trilogy of projects (GAFA-related) that
pulls back the curtains on the back-ends (and business models) of the
erstwhile new media. Amazon Noir (Ubermorgen et al., 2006) glued
together the previewed pages of a number of books sold on Amazon
(hacking the ‘search inside’ feature), making them available in noir or
black-market versions. The work describes Amazon’s history (and
business model) as ‘hyper-contextualizing’ every book with categories,
tags, user reviews, ratings, author portraits, further recommendations,
etc., until it finally introduced the sneak preview of the original text itself,
whereupon book marketing became a tantalizing ‘cultural peep show’.
The other is Face to Facebook (Ubermorgen et al., 2011), which
scraped a million profile photos from Facebook, placed them on lovely-
faces.com, and used image recognition software to sort them into
categories like ‘easy going women’ and ‘climber men’. The artwork
explores Facebook’s appeal as the encouragement of ‘comfortable
voyeurism’.



GOOGLE INFORMATION POLITICS

A third cluster of critique that is generally made of Google is that of
information politics. For example, in a project by the Citizen Lab of
Toronto, queries for ‘Tiananmen’ were made in two versions of Google
Image Search: google.com and google.cn (Google China at the time).
The two sets of results appeared to be very different, with the one
outputting pictures of the uprising in Tiananmen Square in 1989,
including the iconic image of ‘Tank Man’ standing in front of a column of
armoured vehicles. The Google China version excludes protest images,
and instead replaces them, if you will, with the Tiananmen Square that
is for tourists. (As mentioned above, that particular type of results
discrepancy depending on the user (conflict vs. tourism), was also used
by Eli Pariser in his filter bubble story for the query, ‘Egypt’.) Google
China arguably cleansed the historical record, neatly redacting or
‘touching up’ the Tiananmen photos, all the while following Chinese
state censorship guidelines. Here, information politics refers to the
removal of unpalatable information for ideological, political or other
purposes (such as state-run business). The company was accused of
being a ‘functionary’ of the Chinese government (and a ‘sickening
collaborator’) by US congressmen in the legendary congressional
human rights hearings in 2006 that also witnessed testimony by Yahoo!,
Microsoft and Cisco (McCullagh, 2006b).

How to repopulate the Chinese Google results with unfiltered content?
The artist, Linda Hilfing, discovered that misspellings such as
‘tianamen’, when queried in Google China, would return the Tank Man
and other images from the 1989 events. That revelation led to the
Misspelling Generator, which outputs related words to the search term
(slightly misspelled) that likely would not be censored, and also could
lead to the otherwise forbidden content (Hilfing, 2007). The tool is
customizable: misspellings can be typographically or phonetically
generated, with additional options to repeat or swap letters. Publishing
misspelled words or coded language to dupe the censors is well known
in China (and elsewhere), where in that context the meme, Grass Mud
Horse, is often mentioned.

The second form of information politics is subtler and refers to Google’s
treatment of individual websites and whether it treats them equally. One
would assume that if one were following a ‘pure’ PageRank algorithm
on the web, all links would count the same; that is, the more links a
website receives from websites that themselves have a large quantity of
links to them, the higher that website would rise in the rankings. Over
the years there arose ‘link fodder’ or ‘link spam’, which refers to



websites created for the purposes of furnishing quantities of links to
particular sites, thereby boosting them in the eyes of the algorithm. As a
result, Google ceased equal link treatment, in at least two senses.
Firstly, the ‘No Follow’ tag was introduced to the comment space, as a
directive to crawlers. Google pushed websites to implement the No
Follow attribute in the comment space and ceased indexing comments
and links that appeared there. Having earlier co-produced the ‘deep
web’, Google thereupon relegated the comment space to what is
referred to as the ‘bottom of the web’ (Reagle, 2015). Secondly, Google
began to identify what it called ‘spammy neighbourhoods’. These are
the ‘bad’ areas of the web, where one might not want to visit, because
of undesirable websites and their special activities. These are parts of
the web with so-called backdoor pages and other black hat search
engine optimization practices in evidence. Through some of the major
algorithmic updates (such as ‘Big Daddy’ and later ‘Panda’), Google no
longer gave the links that came from spammy neighbourhoods much
weight. Panda was described as ‘improving the rankings for a large
number of quality websites’, when in fact it devalued web property.
‘Spam’ of course only seems to be a clear-cut product. ‘Franchise’
websites (such as 9/11 conspiracy websites with many local branches)
would be affected for they often repeat content on every subsite, as did
Indymedia, the alternative journalism space. Business models based on
engine queries also may have been affected. Demand media, for
example, is a kind of digital sweatshop labour, which pays people to
make videos, cheaply, for popular search queries. ‘How to pack for a
trip to Rome’ is such a query, and in the video a woman lays out
clothes, and discusses the weather and fitting clothing choice into
luggage sizes. Such rather web native content, too, appears to have
been affected.

LICENSING, AND BREAKING THE TERMS
OF SERVICE

There is a series of online software licenses, which one may or may not
be aware of. The first one is called shrink wrap, a practice some
consumer electronics still use. If one were to buy a CD or DVD, it would
be wrapped in plastic or shrink wrap with a kind of holographic seal on
it. The moment one breaks the plastic and seal, one agrees to a series
of stipulations. A second tech license is called click wrap, and it refers
to the ‘Agree’ buttons one checks or clicks online. Finally, a third one is
called browse wrap, whereby one agrees to certain terms simply
through the act of browsing. One does not explicitly agree, for that



would be cumbersome. These licenses have been the source of a
series of artworks, one of which is the ‘Whatever button’, a Firefox add-
on that replaced ‘Agree’ with ‘Whatever’ (Stevenson, 2007). In a sense,
it expresses the user behaviour of never reading the license
(‘whatever’), but perhaps more to the point it relates the futility of
disagreement. Similarly, turning off cookies, for example, would become
so infuriating to the website visitor, receiving prompt after prompt, that
even the Safari browser issues the warning, ‘Websites may not work if
you do this’. ‘Participatory surveillance’ is the term often employed to
describe the assurance of a seamless web experience. In order to
participate online, one must allow cookies. The European legislation
which by default only allows necessary cookies may seem like relief but
every returning visit prompts the same request to accept marketing
cookies until one relents and ‘accepts all'.

When searching Google, the user agrees to at least three terms of
service. The first is that you only search Google through the search bar,
which may sound trivial but in certain contexts of work (running batch
gueries) it is not. The second point is that you agree not to save the
results. Such would put paid to empirical work detecting the extent of
personalization, for example, or studies of results like conflict versus
tourism, discussed above. It also would prevent the algorithmic auditing
techniques described by way of conclusion. The third one is you also
agree not to create a derivative work from the results. There have been
several art projects and other software projects that have broken these
terms. The first one is Newsmap, which won an award at Ars
Electronica in Linz in 2004 (Weskamp, 2004). Newsmap sat on top of
Google News and outputted a tree map, showing which news stories
were resonating the most across Google News in total as well as per
region. It thus displayed a news attention economy and geography.
Newsmap broke the three terms of service in that it likely does not
search Google through the search bar, it loads the results in a database
(however temporarily), and it creates a derivative work, the news
attention visualization, from the results. Another project developed by
the Dutch art group De Geuzen places the results of anxiety-related
gueries in local domain Google images side by side (2006). The results
of the queries ‘terrorism’, ‘conflict’, ‘financial crisis’ and ‘climate change’
each shows different levels of societal concerns, as expressed in the
top images. (The project was discontinued when Google changed its
advanced search settings, which is the same issue that befell
Scroogle.) ‘Rights Types: The Nationalities of Issues’ also shows the
top results for the query ‘rights’ across some 30 local domain Googles,
allowing one to compare cultural concerns (Rogers et al., 2009a). The
‘right to roam’ is particularly dear to Finns, for example. Finally, ‘RFID:
Wet and Dry’ displays the top hundred (thumbnail) images from the



guery ‘RFID’ in Google Images and indicates whether the
representation of RFID is wet (humans or animals in the picture) or dry
(non-humans in the picture) (Digital Methods Initiative, 2007) (see
Figure 5.4). Is RFID only about logistics and warehouse packaging, or
are pets and humans, together with their collars and garments, tagged,
too? Newsmap, the Anxiety Monitor, Rights Types and others are all are
derivative works of engine results, and Google’s forbearance would be
required to display such politics of images and representation.

Finally, with respect to individual Google products such as Maps, Paolo
Cirio utilized Google Street View to create the artwork called Street
Ghosts (2012), which is a series of Google Street View images printed
out and glued in the same spots on the streets where images of
individuals were originally taken. It contributes to the debate concerning
how Google takes unauthorized pictures in the sense that it does not
request permission to photograph people or their abodes. Google make
addresses and streets searchable and shows pictures of them for
panning and zooming. It does have a so-called blacklist of properties
and places which are not on Street View — or Google Earth, for that
matter — raising the question of how one would have one’s property
removed from it, apart from having one’s city or country ban the Google
vehicles. Preventing a drive-by may be of interest, too, given that the
company acknowledged, in its collection of WiFi data, that ‘in some
instances entire emails and URLs were captured, as well as passwords’
(EPIC, 2017).
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Figure 5.4 Top RFID results from Google Images,
categorized as ‘wet’ or ‘dry’. October 2007.

Source: Digital Methods Initiative, 2007.

REMATERIALIZING THE CLOUD

The materiality of Google, once understudied, has become the subject
of a variety of exposés, ranging from investigative reporting on
negotiations between the company and city and state governments,
artistic and ethnographic trips to data centres and works of art that
show buildings scrubbed from Google Maps (Burrington, 2014). To be
sure, there is a vast technological infrastructure in the service of
delivering fast engine results and seeding ‘the cloud’. The
infrastructures in turn compete for natural resources with the local
population, farmers and others in what are dubbed ‘water wars’, for they
require cooling (Gallucci, 2017). The materiality of the cloud is captured
in Timo Arnal’'s (2014) artwork, ‘Internet Machine’, as well as in Trevor
Paglan’s (2016) ‘Deep Web Dive’ where the artist swims to an undersea
cable. Paglan’s work is about surveillance, though it does point to the
physicality of the cloud (and the lengths to which one must go to
uncover it). In Arnal’'s work, the nondescript, often secret, data centre is
actually entered (see Figure 5.5). After a series of security layers, the
camera takes us down long corridors, laced with cables, and through
doors to the server rooms that whirr with the sounds of fans. Apart from
surprisingly high noise levels there are also temperature extremes;
there are ‘hot aisles’ and cold ones (Levy, 2012). To keep the systems
up there are massive diesel generators for back-up power, and steel
containers of cooling water in case of calamity. It is remarkably emptied
of people, with few signs of maintenance workers.

The cloud, the airy metaphor that deftly stands in for physical systems
of cables, data centres, servers and electricity, is often illustrated with
impressive numbers — the billions of searches served in milliseconds
around the world and the number of bytes (zettabytes even) held ‘up
there’, in what technology historians would call exemplary of the
‘arithmetic sublime’, whereby the reader stands in awe of its
incomprehensible vastness, well beyond any human mathematical
capacity. The term ‘technological sublime’ was coined to capture the
statistical and other mind-numbing descriptions of great technological
displays such as the illuminations of city streets in the nineteenth
century, when electricity and public lighting were introduced (Nye,



1994). Such thinking is often followed by what these numbers (and the
awe) obscure: a sprawling political economy of resource extraction, low-
wage work and data centre user capture, fuelling growth, such as when
Apple OS nudges its users to save files onto iCloud rather than their
own hard drive (Merritt, 2013).

facebook

faubook.convprlneviiledatacentar

Figure 5.5 Facebook data centre signage. ‘Other
companies don’t put their names on their data centers’.

Source and picture credit. Lardinois, 2016.

The clouds of the likes of Amazon, Google, Apple and Facebook have
now been brought down to earth through the materialist and
environmental critique, one that has found a starting point for research
in the lists of data centre locations as well as their resource
consumption provided by the companies themselves in displays of
corporate social responsibility. That is, for some years now the



companies have issued reports not only on ‘transparency’ (related to
requests from governments around the world to block content or identify
users) but also on ‘environmental responsibility’ where in one of Apple’s
documents, for example, it is stated that in 2016 the company used 630
million gallons of water (up 10 per cent from the previous year’s
consumption owing to the data centres) (Apple, 2017). On back-ups, it
also burned 261,580 gallons of diesel. The listing of such figures is
couched less in the prose of technological wonderment than in the
incremental progress towards a more sustainable pace.

CONCLUSIONS: LOOKING FOR SPACES
TO SEARCH

To summarize, | have discussed varieties of Google critique that have
arisen over the past two decades, and how these have been
conceptualized and rendered in art and cultural commentary: Google
objects and subjects, Googlization, information politics, licensing and
Google materiality.

From the beginning, Google has promoted a particular web
epistemology that has evolved from universal results to personalized
ones, making them befit the individual searcher and their (increasingly
accurate) location. Engine use has evolved, too. Where one once
consulted multiple pages, now only the top results matter. In fact,
Google would like to provide the ultimate engine result — the perfect one
— thereby transforming the web from a browsing and surfing space to a
single Q&A. As a consequence of how users interact with Google, the
very top of the results page, high above the fold, has become more and
more valuable, as the eye-tracking study of the ‘golden triangle’
indicated. Google subsequently populated the expensive real estate
with its own properties. Most recently Google has become a
premediation machine, suggesting or autocompleting results for what
one is typing (and thinking). It thereby massifies and flattens the internet
with everyone else’s searches, as the art group, Studio Moniker,
pointed out with its work, ‘State of the Queries’ (see Figure 5.6).
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Does the internet rule your life?

In this video we saved all Google auto complete results of
the question "Does the internet” into a list. Then we asked
Sina to read them out loud.

Figure 5.6 State of the Queries. Google art from
autocompleted results.

Source: Studio Moniker, 2012.

There remains the question of which results remain privileged, even if
results are personalized. It is an inquiry of lasting interest, formulated in
1998 as the ‘preferred placement critique’ (Rogers, 2000). At the time
Alta Vista was accused of obscuring editorial content (or organic
results) with advertising. One could buy the top engine results.
Advertising in search engines has changed, as one also can purchase
words (in what Bruno calls ‘semantic capitalism’ and Thornton the
‘monetization of language’). These ad products, whilst marked as such,
still remain prominently placed, above the fold and higher than the so-
called organic results.

Though there is a new term (GAFA, standing for Google, Apple,
Facebook and Amazon) that captures the take-over of industries by ‘big
tech’, and digital cultural imperialism more generally, Googlization
continues to capture the idea, formulated by tech writers and more
forcefully still by librarians. Letting the company digitize holdings may



have unintended consequences. In the debate in France, where the
term GAFA originated, a particular expression was used to describe the
decision whether to become Google bedfellows: ‘What matters the jug,
if drunkenness be within?’ (Losh, 2009). The question, discussed
above, concerns how Google derives commercial value from the
digitized books and artwork that were once public property. As
Ubermorgen pointed out in its critique of ‘look inside’ Amazon books as
‘cultural peepshow’, the ‘preview’ feature drives traffic to Google Books.
Therein lies the eventual revenue, such as purchases of e-books for
Android through the Google Play Store.

Google’s information politics, the third critique, were revealed in the
results from its China engine, where conflict was outputted in
google.com and tourism in google.cn for the same ‘Tiananmen’ query.
They are also at work in Google’s suppressive treatment of websites in
so-called spammy neighbourhoods as well as its demeaning of the
comment space. Once heralded as the site of ‘talking back’ and the end
of mass media gatekeeping, the comment space, where links no longer
count for the engine, became the ‘bottom of the web’. Both spammy
neighbourhoods and the web’s bottom came into being through their
undervaluation and suppression by Google’s algorithms.

Saving engine results may shed light on what may be missing in them,
or the extent to which the user is enveloped in a filter bubble, but doing
so would break the terms of service, as Google licensing critiques have
bared. One may put up a notice, asking for forbearance, or invite
company reaction and document it as part of the artwork, as was the
case for both the semantic capitalism work as well as Google Will Eat
Itself. The specific licensing, also known as browse wrap, discourages
algorithmic observability, or the capacity to study missing results,
privileging mechanisms as well as filter bubbles.

‘Planetary-scale computing’ (Bratton, 2016) is another way of phrasing
‘the cloud’. Both, however, obscure Google’s materiality, especially the
natural resources required to operate and interlink data centres around
the world. The scholarship on data centre impact emphasizes the
chosen locations, often next to large waterways as well as their
increasing size or ‘hyperscale’ (Carr et al., 2022). They also power the
blockchain. Referred to in the scholarship as ‘a new way to cause
pollution’ (Truby et al., 2022), cryptocurrencies and other blockchain
products and services also have been held up to critical scrutiny as
extraction industries.

Finally, 25 years since it went live the engine finds itself looking for
spaces to search. As one writer put it, “What” came first, conquered by



Google’s superior search algorithms. “Who” was next, and Facebook
was the victor. But “where”, arguably the biggest prize of all, has yet to
be completely won’ (Fisher, 2013). In the event, rather than digging
deeper online, Google’s product expansion lies in creating ‘locative
media’ by capturing and digitizing physical places and spaces. With
projects such as Google Places and Google Street View, it continues to
envelope or enclose more spaces for search.

ALGORITHMIC AUDITING

Algorithms, which Sandvig et al. (2016) describe as synonymous with
‘recipes’, have come under increased scrutiny as commercial
mechanisms that operate in the interest of the social media and search
engine companies that employ engineers to develop and tweak them.
Here the classic critique is that they boost either the companies’ own
properties or those that have purchased a high ranking, as in the case
of preferred or paid placement. They also encourage more engagement
with the platform (or what was once termed ‘stickiness’), keeping the
user clicking and posting. In another approach dubbed ‘hierarchies of
credibility’, the study of algorithmic outputs concerns which sources
have the privilege of providing information and which others are buried.
Algorithms used by websites, engines and platforms also have been the
object of study for their harmful discrimination, be it for differentiated
prices one receives on online shopping sites depending on one’s
geography or computer operating system (or even browser) or for the
ads one receives (or does not receive) for particular keyword queries.
There have been calls to audit algorithms to uncover not so much
epistemological inequalities or advertising in disguise, but rather
machine bias and discrimination, such as when African-American name
searches trigger Google ads for background checks or when women
receive ads for lower-paying jobs on Google’s ad network (Sandvig et
al., 2014; Datta et al., 2015). Relying on the study of Google ads and
search keyword autocompletions, Noble calls them ‘algorithms of
oppression’ (2018). In Sanchez-Querubin’s work, engines have been
found to deliver ‘neo-colonial’ result sets (Rogers, 2013b). Results from
Spain appear at the top of engine results across Latin American Google
regions. The ‘filter bubble’, the term that takes aim at the harmful effects
of personalization and micro-targeting, also has been examined for its
capacity not only to shrink horizons and exposure, but also to polarize
or even radicalize (Pariser, 2011a; Spohr, 2017). Most recently,
especially in the context of the Trump information ecology, ‘big tech’ or
Silicon Valley is accused of political bias, that is, in not having



‘balanced’ results. In all of these critiques one is examining or ‘auditing’
algorithmic outputs, which is the aim of the project.

Project

Produce an algorithmic audit

RESEARCH GOAL To capture Google results (or another
engine’s) and scrutinize them for privileging mechanisms, bias
and authority. Consider the type of audit you would like to
perform (see also CR+DS, 2022): preferred or paid placement,
hierarchies of credibility or ‘relevance’ critique, discrimination,
personalization, political bias or content moderation. Each is
taken in turn.

1. Preferred or paid placement. Here one wishes to uncover
the boosting of one’s own properties or those who have paid
for higher rankings. The question also has to do with
whether such paid placements are legible or hidden.

Recipe: Formulate queries for products and enter them into a
search engine. Are the search engine’s own ‘shopping’ sites
routinely returned at or towards the top? Consider comparing
multiple search engines. Document the findings with
screenshots.

2 Hierarchies of credibility or ‘relevance’ critique. How far
from the top of engine returns are the experts versus
internet celebrities for substantive queries? Are junk
sources returned as prominently as quality ones?

Recipe: Formulate a series of substantive queries in web and/or
social media search engines (such as Google, YouTube,
Facebook, etc.). Inquire into the extent to which the engines
return experts or online personalities. Document the findings
with screenshots.



3 Discrimination. From autocompletion and micro-targeted
ads to one-sided imagery for queries such as ‘unwanted
pregnancy’, the outputs of search engines, in particular,
have been investigated for offensive results.

Recipe: Formulate a series of queries that seek to expose
discrimination or disprove its existence in engine returns. For
examples of such queries, see Chonka et al. (2023), Noble
(2018), Baker and Potts (2013) as well the work of the Guardian
journalist, Carole Cadwalladr (2016). Focus on image searches
and/or autocompletions in one or more engines. Consider
making a list of queries that once returned problematic results
and re-running those queries to explore the extent to which they
have been remedied or patched, e.g., by producing diversified
results (in image search) or suppressing any returns (in
autocompletion). Document the findings with screenshots.

4 Personalization. The original filter bubble critique (by Eli
Pariser) concerned the distinctive results sets for a query for
‘Egypt’, one touristic, the other revolutionary. Non-
personalized results, created through research browsers or
API calls, may not reflect actual engine results seen by
users.

Recipe: Formulate a variety of queries (substantive, navigational
and/or transactional). Compare search engine results with a
research browser installed, and without one. Develop an
understanding of the effects of personalization, describing it. For
an example, see Puschmann (2017). Document the findings with
screenshots.

5 Political bias. Keywords (or frames) may have inbuilt
political proclivities and return politically charged results. But
what of more neutral words? Especially in the run-up to
elections, whose points of view are returned higher or more
consistently? How may these be considered political or
‘politicizable’?



Recipe: Make a list of election-related issues, candidates and/or
parties (keywords). For the issue keywords choose framings of
these issues from the left and the right of the political spectrum.
Also choose a more neutral framing of each issue. In the US
context, an example would be ‘gun control’, ‘second amendment’
and ‘firearms’. Query these keywords in one or more search
engines. Scrutinize up to the top 50 results (may be fewer),
characterizing the sources or stories (hosts or webpages)
politically. Note the quantities of progressive, conservative and
neutral sources, as well as how far they are from the top. For an
example, see Torres (2023). Also consider an analytical
framework that looks into the extent of junk or misinformation
sources. As an example, consider the junk news source
classification scheme in Hagen and Jokubauskait e (2020). For
the US, one may consult the scheme employed in Rogers
(2020). Document the findings with a spreadsheet where the
results of queries are in columns.

6 Which content is moderated? Content moderation, or the
practice of applying a set of rules to remove, retain, label or
downrank content that is considered offensive or
misinformation, may be interrogated through a kind of
reverse engineering where one formulates offensive or
misinformation queries in order to test the system’s content
moderation policies. One may also compare the same
gueries across a number of platforms, or the same queries
in one or more platform’s geo-located results.

Recipe: How effective is content moderation? Is it over- or
under-moderating? In order to answer these questions, make a
list of offensive or misinformation queries and search for them in
one or more platforms, noting the extent to which one receives
‘clean’ results, or befouled ones, so to speak. Consider a cross-
platform analysis or a cross-geo analysis. In the cross-platform
analysis one queries the same terms across multiple platforms,
comparing the results. In the cross-geo analysis one queries the
same terms in the same platform but for different locations. For
example, does Instagram remove content in the UK that is
available in Hong Kong? One also may consider controversial
gueries (e.g., Zwarte Piet in the Netherlands), examining the
results for blackface (see the interview with Sarah Roberts in
Chotiner, 2019). Alternatively, consider studying how well



platforms moderate ‘algospeak’, or code words used to
circumvent content moderation. For example, ‘unalive me’, or
#unaliveme, is employed to tag videos discussing suicide and
other self-harm topics, because that category is usually heavily
moderated. Document the findings with a spreadsheet where the
results of queries are columns.

Tools

Google Bookmarklets, two buttons to be added to the
browser to extract in a few clicks a set of Google Search
results as CSV,
https://medialab.sciencespo.fr/en/tools/google-
bookmarklets/

Zoekplaatje, search engine results scraper,
https://github.com/digitalmethodsinitiative/zoekplaatje.


https://medialab.sciencespo.fr/en/tools/google-bookmarklets/
https://github.com/digitalmethodsinitiative/zoekplaatje

SIX SEARCH AS RESEARCH: REPURPOSING GOOGLE

Transforming the consumer information appliance into a research machine

SEARCH ENGINE RESULTS FOR REPURPOSING: GOOGLE
STUDIES AND SOCIETAL SEARCH

The chapter is dedicated to the question of search as research, and in particular how Google, the
dominant web search engine, may be repurposed as a research machine both for medium as well as
social research. After considering the extent to which one is only studying Google when perusing search
engine results, ultimately, the goal is to consider how to perform social research with Google, or what, in
short, may be termed ‘societal search’. Here one would employ Google, in separate exercises
elaborated below, for the study of local or national concerns as well as the study of partisanship.

Since the mid-2000s Google has offered so-called local domain Googles, where one performs searches
at google.nl (in the Netherlands), google.fr (in France), google.de (in Germany) and so forth (see Figure
6.1); they are also called ‘regions’ and are accessible via the advanced settings if one is not located in
the country corresponding to the local domain Google (Kao, 2017). In other words, the engine user is
directed by default to the local domain Google on the basis of their location, read from the IP address or
set location preference. After an engine query is made, the results are returned in the local language, as
are the advertisements. Google’s ‘local’ also serves its business model, and the results are delivered
within national legal jurisdictions, such as European countries where users have the right to oblivion, or
certain results removed (Floridi et al., 2015).
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Figure 6.1 Local domain Googles, where one is sent by default when located within that
country. The graphic shows how Google globalized, or glocalized, in the sense of
making its global product local.

also ‘See results for a different country’, https://support.google.com/websearch/answer/873?hi=en.

Apart from returning advertisements and legal context, local domain Googles also return ‘local’ results,
and the question concerns how the local is epistemologically constituted by Google. Which types of
sources are returned (by default as well as by special advanced settings)? In what sense are they local
sources, or how to describe Google’s sense of local? Thus, prior to being able to conduct social
research with Google (‘societal search’), one must interrogate the engine’s definition of the local, or
conduct medium research (‘Google studies’).

We start thus by examining the utility of Google’s sense of the local. Does it enable the study of local (or
national) concern? May one ultimately read societal tendencies or trends through search engine
returns? These questions are posed so as to develop a new form of search engine critique as well as
usage, where search becomes research, or the engine becomes more than an information, advertising
and legal machine. Put differently, may one perform social research with Google, or is one always only
studying Google?

GOOGLE STUDIES OR SOCIETAL SEARCH?

The very idea that one may use Google as social research machine is not unusual, when one considers
that the science built into its algorithms (and entire apparatus) is in the first instance a variation on


https://web.archive.org/web/20111118022541/www.google.com/language_tools
https://support.google.com/websearch/answer/873?hl=en

citation analysis, adapted to the web (Brin and Page, 1998; Rieder, 2012; Marres, 2017). The difference
between the engine as it was and as it grows, however, lies largely in a change in the engine’s definition
of ‘relevance’ (Van Couvering, 2007). Where once results were deemed to be the best match between
document (page) and subject matter (query) (and ranked by influential inlink counts), increasingly that
match has been made less on the basis of content than on other variables, too, such as user clicks,
page freshness and domain age. Where it once had little or nothing to do with it, now relevance is in
some sense user-driven, or perhaps consumer-driven, if one prefers to emphasize the
commercialization of Google’s results. More conceptually, search results are a product of our ‘living
within [Google’s] lab’, meaning that we as users are all a part of Google’s experiments and beta-testing
that previously would have been performed in-house, with user groups or with students spot checking
results against a list of what would constitute desirable outcomes (Davies, 2015: 377). Results now are
adjusted according to how they are actually used rather than arriving preconceived from the beautiful
mind alone or tested in-house.

The delivery of relevant pages based on user feedback could be thought of as one means of
determining hierarchies of sources and societal concerns. Or such is the question. What sorts of source
hierarchies are revealed when studying engine results? Is one able to study societal concern, or is one
always only studying Google? In the following the answer lies somewhere in the middle, given that (on
the one hand) engine effects are not to be eliminated, but (on the other) may be identified as well as
mitigated.

MEDIUM RESEARCH AS GOOGLE STUDIES

Below | begin by using the engine for medium research (‘Google studies’), before determining how (and
whether) it may be used for social research (‘societal search’). The Google studies projects ultimately
seek to pave the way for societal search.

The first ones concern the types of sites returned in local domain Googles (google.nl, google.be,
google.de, google.fr and so forth, now accessible as ‘regions’ in the advanced settings) and invite
guestions concerning Google’s definition or sense of the ‘local’. What is local to Google? Here one is
able to critique Google’s capacity as research machine for cross-country analysis by showing the extent
to which Google returns transnational, regional or some (other) combination of results in its local domain
engines. One compares the results of the same query across multiple local domain Googles (see Figure
6.2).

Comparing Google and Google.cn results 1 - 100 for "china®:
china compare ‘em

Please note: As a statement against censorship, Google is currently redirecting
users of google.cn to google.com.hk, its Hong Kong search engine.

GOL)gle

hitp:fiwww infoplease.com/countryichina. html

GOUS[@.cn

Figure 6.2 Visualization of google.com and google.cn results as technique for
comparison.



Source: Langreiter, 2017.

This project is medium research in the sense that the analysis seeks to tease out a Google notion of the
local. In this project one queries one ambiguous or underspecified term of relevance in multiple

locations or local domains (Rogers, 2013b). The analysis in question queries [diversidad] (or diversity)
first in three pertinent local domain Googles (Colombia, Peru and Venezuela, all in the Amazon River
basin) and subsequently across Spanish-speaking domains, finding that the vast majority of the results
are sources in Spain, rather than from Latin America (see Eigure 6.3). Spanish sources are identified not
only by the country domain (.es), but also from the ‘about us’ information as well as the specificity of the
Spanish language used on the pages.

In another exercise of this sort [Amazonia] (Amazon) is queried in Spanish-language local domain
Googles, and the URLSs returned per domain are compared. For Spain (google.es) the results originate
largely in Spain. For all the other countries Google provides in each sources from Spain, and the
remainder are Latin American results, nearly uniform for each country. It is as if there is a result set for
Spain and another one for all of Latin America (see Figure 6.4). Google’s local is national for Spain but
transnational (and rather colonial) for Latin America, where Spanish sources retain authority. Here one
may pursue search engine returns as one expression of the coloniality of knowledge (Grosfoguel, 2004).

GOOGLE STUDIES WITH SOCIAL RESEARCH IMPLICATIONS

In a comparative source origin project, [‘human rights’] is queried in various local domain Googles (in the
respective local languages), asking whether the results return local or non-local pages. This undertaking
is medium research, or Google studies, but the implications begin to fall into the realm of social research
or societal search. That is, taking the query into account, one also may ask which countries have well-
developed content providers for human rights issues, and which rely on non-local, perhaps even
establishment sources. The case study explores the distinctiveness of local results across local domain
Googles, with the additional consideration of the type of query made, human rights, which to some is a
universal as opposed to local or regional issue, as In the first sample project.

ESP _SLV. _PRY mUIIIAN PAN NIC © MEX PRI

Figure 6.3 Locations of sources compared in local domain Googles in Spanish-speaking
countries, where the majority are from Spain. Analysis by Natalia Sanchez Querubin and
the Digital Methods Initiative, 2011.

Source: Rogers, 2013b.



Where are the returned information sources based? The aim is to retrieve the location of the information
sources outputted per local domain Google engine. The location of a website may be thought of in a
number of ways, including country code top-level domain (ccTLD), registration (site owner’s
geographical location) and/or host (geographical location where a website is stored) (Sottimano, 2013).
In this project location is gleaned from the address of the website’s registrant (through the contact
address on the website and/or its ‘whois’ information, when available). ‘Local’ sources are defined as
those registered in the country of the local domain Google (e.g., for the results provided by
google.com.eg, the source, anhri.net, is considered ‘local’ because it is registered in Cairo, Egypt).

spanish-speaking sphere | ordered by frequency
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Figure 6.4 URLs compared across local domain Googles in Spanish-speaking
countries; colours indicate the number of local domain Googles in which a set of results
appear. Analysis by Natalia SGnchez Querubin, Diana Mesa and the Digital Methods
Initiative, 2011.

Source: Rogers, 2013b.

After the term [‘human rights’] is queried in the local language, the top ten information sources are
captured and geolocated, and the results visualized on a geographical map (see Eigure 6.5).
Remarkably, nearly half of the local domain Googles have no local results in the top ten sources
returned. When comparing the number of local sources, the uneven distribution across national webs
becomes apparent. The countries with the most local sources are European, some North American,
South American and Asian countries. Most countries in the top ranks have location-specific languages.
African and Middle Eastern countries are found towards the bottom of the list.
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Figure 6.5 Bordered sources: local and international information sources. Graphic by
Esther Weltevrede and Erik Borra, Digital Methods Initiative, Amsterdam, 2009.

The most prominent information source across 121 national Googles, queried in 43 languages, is
un.org, with 80 of the local domain Googles returning un.org as one of the top ten results (see Figure
6.5). In the Arab-speaking Middle East and northern Africa (MENA), local sources (with the exception of
anhri.net) are virtually absent (see Figure 6.6). The shared sources are primarily USA-based, and also
include the Brazilian NGO, huqugalinsan.com. Half of the sources returned in the Arab-speaking
countries are identical; in the 11 national Googles, un.org, arabhumanrights.org, hrw.org,
ar.wikipedia.org and anhri.net appear at the top. On a number of the MENA Googles, we found local

results on the second page.
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Figure 6.6 Bordered sources: where are the human rights information sources from

Arab-speaking countries based? Graphic by Esther Weltevrede, Digital Methods
Initiative, Amsterdam, 2009.

SOCIETAL SEARCH WITH GOOGLE STUDIES ARTEFACTS

This project is principally societal research as we are looking to Google to provide a ranked list of
societal concerns per local domain Google. Are there distinctive or similar rights that reach the top in
Finland, the Netherlands, France, Italy, Switzerland, Germany, Austria, Sweden, Russia, Japan,
Canada, the UK, Australia, the Philippines, the Ivory Coast and other countries?

The first step is to query the term [rights] in the local languages in the local domain Googles, e.g.,
[Bigused] in google.ee, [direitos] in google.pt, etc. One may use a VPN to be located in the country or
use the region setting in advance search. The second step is to read and interpret the results and make
lists of the top ten distinctive rights types, leaving them in the order that Google provided.
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Figure 6.7 The nationality of issues: rights types (excerpt). Digital Methods Initiative,
Amsterdam, 2009.

Source: Rogers et al., 2009a.

As noted above, the query design takes advantage of Google as research machine, and particularly its
strength in dealing with ambiguous queries such as [rights] rather than its other strength of massive
(fresh) site indexing, which is behind a second set of societal search projects below. With respect to its
original strength, as Brin and Page (1998: 9) phrase it, ‘the benefits of PageRank are the greatest for
underspecified queries’. Discrete or less ambiguous keywords would decrease the salubrious
algorithmic effects.

When reading and interpreting the results, there are editorial decisions to be taken with respect to
Google artefacts. Since the effort is to mitigate them (for societal search) rather than to highlight them
(for Google studies), artefacts, however fascinating, may be removed.



For example, Wikipedia is a top result or nearly so for most Google region queries. Another Google
artefact is the result R.1.G.H.T.S. (rightsforartists.com) in google.com. It is a Google artefact in the sense
that it highlights how Google relies on certain ‘signals’ to boost websites in the rankings (Dean, 2016).
Among other indicators of how Google boosts sites, the word ‘rights’ is part of the URL, and R.|.G.H.T.S.
is in the page header.

In the findings, rendered as labelled icons, countries could be said to have diverging hierarchies of
concerns per (Google) country (see Eigure 6.7). For example, everyman’s rights in Finland, prostitutes’
rights in the Netherlands, computer programmers’ rights in Japan and the right to oblivion in Italy (the
right to have personal data deleted) are unique to the respective countries. The order of appearance per
country invariably differs.

Given the focus on cultural distinctiveness, it should be noted that the specific issue language per
country is retained, rather than grouped as equivalents. Thus, LGBT rights in the United States and
homosexual rights in Hong Kong are not considered the same. Indeed, one could make a small sub-
study of the terms (and thus inclusiveness) across the local domain Googles for these particular rights
as well as others.

In all, the short case study starting with the underspecified query, [rights], has found distinctiveness
between rights types and rights hierarchies across the local domain Googles. One could consider
techniques to harden these findings, such as making these queries in other search engines as well as
other means of grounding the findings online. It is also a thought piece for discussing rights types cross-
culturally.

GOOGLE STUDIES AND SOCIETAL SEARCH COMBINED:
SOURCE DISTANCE AND PARTISANSHIP DETECTION

Google, as related above, creates hierarchies of credibility through returning ranked sources for a query.
When the query is substantive, such as [‘climate change’], sources at the top are given the privilege of
providing information on the matter of concern, while others lower down are less likely to be read. Here
the question concerns the distance from the top that partisan sites appeatr, giving voice to a particular
side or position. The case in question is the climate change issue. Partisanship concerns giving voice, or
a platform on its website, to climate change sceptics. Which sites mention the sceptics, and quote and
represent their viewpoints? Are they close to the top of the engine returns for the query [‘climate
change’]? Source distance is medium research, as it asks whether the web via Google (or Google in
particular) gives the sceptics top-ranked space.

Indeed, in the first instance, it could be said that we are studying Google. Query Google and consider
whether the engine’s ranking procedures place sceptic-friendly websites towards the top of the climate
change space.

It is a two-step query design (see sample project below). First, query [‘climate change’] and save the
results. Subsequently, keeping the results in the order they appeared, query each individual result for
names of climate change sceptics, through [site:] queries, or the use of the advanced setting ‘search
one site’. Visualize where the sceptics appear in the top results (see Figure 6.8). (Such work also may
be performed with the Lippmannian Device, also discussed below.) The sceptics are represented in a
few sites returned (in the first 50 or so) but not at the very top. Put differently, in the journalistic
convention both sides of the story are represented, but in the climate change space provided by Google
the sceptics’ presence is relatively scant, it was found.

When considering the results anew, however, it also could be said that we are undertaking social
research as we are considering the presence of sceptics in the climate change source space more
generally, and we are identifying specific sources where they are present. Without considering positive
or negative mentions, one is studying the ‘impact’ of the sceptics — whether their overall presence is felt.
One is also able to evaluate sources according to sceptic mentions. After closer reading, one notes
there are sceptic-friendly ‘science’ websites as well as sceptic-funders. Another website type where
sceptics appear is a watchdog site, with critical mentions of the sceptics. There are also those that do
not name sceptics, providing ho mentions. Through sceptic presence and absence source evaluation
and characterization are performed.
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Figure 6.8 Top climate change sources on the web, according to Google Web Search,
resized according to the quantity of mentions of a climate change sceptic. Output of the
Lippmannian Device and Tag Cloud Generator, Digital Methods Initiative, Amsterdam.

Source: Rogers, 2013b.

CONCLUSIONS: REPURPOSING GOOGLE RESULTS

Above the question was posed concerning the capacity of Google to serve as a research machine,
despite becoming a consumer information appliance (as well as a national advertising and legal
machine) over the past two decades. Google is still a research machine in how it allows for foraging
through online information as its creators envisioned in their seminal paper (Brin and Page, 1998). In the
search engine critique that has since arisen, related in the previous chapter, it also has evolved into a
hegemon (market-wise), ‘Googlizing’ industries and public resources (such as libraries and art
institutions). It has purportedly had cognitive impacts (as illustrated by the coinage of ‘flickering man’).
Rather than an equalizer, it boosts, both through its original algorithmic innovations as well as its
subsequent tweaks, the rich and now the popular. As an advertising company, Google also has been
described as a front-page real estate hog, populating search engine results pages with its own
properties, as well as a surveillance machine, inviting privacy-enhancing technologies that mask and
obfuscate users as well as competitors such as DuckDuckGo that trades on privacy. Google also
captures users, nudging one to stay logged in, so disentangling oneself from the device is burdensome.

But because Google recursively collects a user’s data and recommends URLSs on the basis of its
‘knowledge’ of the user, a researcher could consider avoiding obfuscation techniques such as ‘track me
not’ or others (Howe et al., 2011; Kurt, 2016), as they would potentially sully the engine results (garbage
in, garbage out). Another approach would be having few traces available in the first place.

By installing a separate instance of a browser (such as Firefox) as a ‘research browser’, the researcher
prepares a clean slate, free of cookies and other engine entanglements such as history and
preferences. If one has a Google account, disable customized results, an option in one’s web history.
(‘Do not track’ could be enabled.) If one does not have a Google account, the Google cookies should be
removed and not allowed to be set. The slate is cleaner (rather than completely refreshed) because
Google by default serves localized results zoomed in to a city or similar. In the advanced settings,
change the setting to a region (where there is a country drop-down list to choose from). Now results
should be rather depersonalized.



Once a browser is so prepared, the work to undertake medium and social research commences. As
indicated, medium research concerns engine effects on sources (including their placement in returns),
whereas social research is conceived of as source evaluation with the aid of the engine.

To be clear, here we are turning the tables on Google, seeking to use it as a research machine — making
social studies via or on top of engines — rather than being used by it as a subject of surveillance and
targeted advertising. As you work, be aware that researching with Google requires vigilance, for the
engine is continually striving to know you, and customize the results.

Projects

Determine the impact of climate change sceptics using
search engine results

RESEARCH GOAL To show the impact of climate change sceptics through their quantity of hits
and their distance from the top of search engine results in a set of sources on climate change
(e.g., the top 100 Google returns for the query [‘climate change’]).

1.

10.

Make a list of climate change sceptics. There is a variety of sources that provide lists of the
names of climate change sceptics, as well as the organizations that sponsor them. One may
triangulate expert lists or make a list based on an associative query snowballing, as
explained in the query design chapter. One may also make a list on the basis of the keynote
speakers and/or attendees of climate change sceptics conferences.

. Set Google preferences to return 100 results. Query [‘climate change’] in google.com.
. Retain as a list the top 100 Google results. Use the Google Bookmarklets,

https://medialab.sciencespo.fr/en/tools/google-bookmarklets/.

. Extract hosts. Paste that text into the Harvester, a separate tool at

http://tools.digitalmethods.net/beta/harvestUrls/. Choose as output ‘exclude URLSs from
Google and YouTube’, ‘only return hosts’ and ‘only return uniques’, meaning unique hosts
will be returned and later queried (e.g., www.epa.gov, rather than
www3.epa.gov/climatechange//kids/index.html).

. Select and copy the list of hosts into the top box of the Google Scraper.
. In the bottom box of the Google Scraper, enter the keywords (i.e., a list of climate change

sceptics), one per line. Place the names in quotation marks.

. Select the number of desired results (1-100). Use a smaller number for presence/absence

analysis per source and a larger number of results if there is an expectation that most
sources mention the keyword. Name the output file and press Scrape Google (or Scrape
Search Results on the Search Engine Scraper, with Google selected; if Google does not
allow the scrape, try Bing or another search engine).

. Keep the Google Scraper window open, and wait until the scrape is completed (i.e., until the

output file is available). If a pop-up window appears, type in the captcha and close the pop-
up window, and the Scraper will resume.

. View the results as a source cloud. View multiple sources and single issue for a source

cloud of each sceptic. View multiple sources and multiple issues for a source cloud of all
sceptics.
View visualization for source distance or partisanship (see Figure 6.8).

Choose ‘order of input in Google Scraper’ to view how close to the top of the Google
results the sceptic or sceptics resonate (source distance). Choose cloud output ‘ordered
by size’ for a hierarchy of sources mentioning one or more sceptics, with those sources
mentioning one or more sceptics the most at the top (impact and partisanship
research).

In the sample project, it was found that there is distance between the sceptics and the top of the
search engine returns (see Eigure 6.8). Note that few sceptics appear on the websites of the top
ten results in Google. When they do appear, their resonance is not particularly resounding.
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One may evaluate sources according to the frequency with which each mentions the sceptics.
There are sceptic-friendly sites, and less sceptic-friendly sites. From the visualization one is able
to see the sceptic-friendly sources, such as realclimate.org and, to a lesser extent,
climatescience.gov. Sourcewatch also is prominent, albeit as a progressive watchdog group
‘exposing’ the sceptics.

Remarkably, news sites, generally speaking, do not mention the climate change sceptics by
name. While news watchers and listeners may have the impression that ‘uncertainty’ in the

climate change ‘debate’ continues in a general sense (as opposed to, say, in more specific,

scientific sub-discussions), ‘uncertainty’ appears to be discussed without resort to the well-

known, or identified, sceptics.

With respect to the implications of the findings, one question concerns the extent to which the
web stages climate change as a controversy vis-a-vis other media spaces, such as the news.
Here the web is understood as a search-based medium, and controversy as the relative
penetration of the sceptics in the climate change search results space. A comparison between
the sceptics’ resonance on the web and in the news could be a next step.

Video tutorial

For the project on source distance, watch the video on how to operate the Google Scraper.

The Search Engine Scraper and Lippmannian Device (13'28’), www.youtube.com/watch?
v=hIPTrTM53ho

Tools

‘Google Scraper’, digitalmethods.net. Available at
https://wiki.digitalmethods.net/Dmi/ToolGoogleScraper

Zoekplaatje, search engine results scraper,
https://github.com/digitalmethodsinitiative/zoekplaatje

Google studies with the Google Scraper and societal
search with the Lippmannian Device

There is a series of further assignment options, where we are researching how (and for whom)
Google works, or societal trends with Google. One option (set out in considerable detail below)
compares the results pages of local domain Googles, so as to provide an understanding of
Google’s sense of the local and discuss the implications of that understanding. In the second
option, one employs the engine to output hierarchies of societal (or organizational) concern,
following one of the Lippmannian Device research protocols below.

Before choosing one of the options, consider whether you wish to study the medium, some
combination of the medium and societal trends, or societal trends. Generally, medium research
here is considered to be diagnosing how Google works. Techniques are described for studying
Google’s sense of the local, comparative source origin and societal search (with Google artefacts
considered). Doing medium studies of Google would be teasing out Google’s sense of the local.
A combination of medium studies and social research would be to diagnose how Google works
and consider the societal implications such as which types of sources are privileged, and which
ones are buried. Finally, studying societal trends refers to relying on Google’s rankings either
through substantive, underspecified queries such as [rights] or by working with the Lippmannian
Device to identify how close to the top are the sceptics in the climate change space, or the global
human rights agenda (to name two specific examples).
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Projects

Investigate Google’s sense of ‘the local’

RESEARCH GOAL To ascertain Google’s sense of the local by comparing the results of pages
of local domain Googles (otherwise known as Google ‘regions’).

1. Query design. With respect to choice of term, choose a discrete term, and substantiate your
choice (e.g., an unambiguous or underspecified query term). Use an unambiguous term
such as [Amazonia] for the question of which sources dominate the results across Latin
American countries (i.e., Google regions). Use an underspecified term such as [rights] for
the question of which rights are dear per country (i.e., Google region).

2. Language. Apart from dictionaries, there are at least three options to translate a term
between languages. Use languages that are available to you or your group, use Google
Translate, or use ‘languages’ in the left-side column of Wikipedia articles.

3. Selection of Google regions to be queried. For the [Amazonia] query, the Google regions
may be countries that are in the Amazon River basin, or Latin American countries more
broadly. For the [rights] query, the sources may be varied and numerous. Consider building
in comparison or contrast into your Google region selection, such as all former Soviet
countries (where some are now in the European Union). Unless you use a research
browser, and specific (re)search settings, Google will auto-detect your location, and privilege
city-level results.

4. Query the term in local language(s) per Google region. Use Google advanced search,
setting language and region.

5. Saving results. Set your preferences to the number of returns you wish to save. In your
browser, choose File > Save as > html, and name your file using a naming convention such
as BE_rechten_50 1DEC2019, where BE is the Belgian Google region, [rechten] the query,
50 the results count and finally the date of the query, with the month indicated in letters in
order to avoid confusion between US and Western European date formatting conventions.

6. Analysing search engine results pages: source origin and categorization.

a. There are multiple techniques for locating the ‘origin’ of a source: country domain
(ccTLD), ‘whois’ information of the site registrant, and the contact information located on
the websites. For the [Amazonia] query, the origins of the sources constitute the
analytical question concerning Google’s sense of the local.

b. Categorization — keyword specificity and A/B schemes. For the [rights] query, the
specific rights privileged per country are of interest, such as the ‘right to roam’ in
Finland. Here it is important to retain specificity and resist the urge to group similar
rights under umbrella terms. For the [Amazonia] query, one could consider employing
an A/B scheme (presence or absence; programme or anti-programme), such as the
presence of extractive industries in the top ten results per country.

c. Categorization — source types in the results. For the [Amazonia] query, one may be
interested in the presence of non-governmental or more specifically environmental
sources in the results per country, or of non-Latin American results. One may glean
source types from the top-level and second-level domains. See Wikipedia’s articles on
‘Top-level domain’ and ‘Second-level domain’ for country-specific ones. For a finer-
grained sense of the source type, peruse the ‘about’ page. One may pose critical
questions of the dominance of one source type over another, inquiring into which sites
have the privilege of being top sources, and providing information. For example, a
[‘climate change’] query may be dominated by intergovernmental sites, governmental
agencies, NGOs and news outlets, while academic sources may be largely absent.

For finer-grained categorizations, consider using the ‘other’ category for items that do not fit the
scheme, rather than ‘neutral’ which itself could be efforts made by actors (see the query design
chapter).

7 Visualizing the findings. For the [Amazonia] query, a spreadsheet has Latin American
countries as columns and source origin countries as rows. The ‘visualization’ is a colour-
coded spreadsheet. For the [rights] query, per country (i.e., Google region), there is a list of
rights types that have been artfully rendered as icons. One may consider using the



triangulation tool, which takes lists of items as inputs and outputs commonalities and unique
items.

The tag cloud generator at tools.digitalmethods.net provides a means to visualize hierarchies. If
using an online tag cloud generator, consider outputting all words horizontally and ordering them
by frequency.

One also may consider populating a world map.

8 Drawing conclusions. Note that there are generally three discussions: medium research,
some combination of medium and societal research, and societal research only, so to speak.
For medium research, one is critiquing Google’s sense of the local. If one chooses the
combination of medium and societal research, the discussion could concern the extent to
which Google is a globalizing or localizing machine, and the related issue of whether it may
be used as a research machine, under what conditions and to what ends. If one is
undertaking societal research, the capacity of Google to render countries’ significant rights
types becomes meaningful.

Video tutorials
There is a series of videos on how to transform Google into a research machine, set up a query,

localize the outputs of a query and compare multiple results.

‘The Research Browser’ (1'35’), www.youtube.com/watch?v=bj65Xr9GkJM

‘Google Research Settings’ (3'48’), www.youtube.com/watch?v=7Zk5Q_3g86gM

‘Comparing Lists with the Triangulation Tool’ (2'54"), www.youtube.com/watch?
v=jg9UzKcuuOE

‘Localizing Web Sources’ (4'08’), www.youtube.com/watch?v=lyNMDUSBd9s

Consider watching a more general tutorial on analysing engine results in three ways:

‘Analysing Engine Results: Organization Types, Hierarchies of Concern, Political Leanings’
(3'50"), www.youtube.com/watch?v=MsnSJPXpFno

Tools

Search Engine Scraper (and Google Scraper), digitalmethods.net. Available at
https://wiki.digitalmethods.net/Dmi/ToolGoogleScraper

Harvester, digitalmethods.net. Available at https://tools.digitalmethods.net/beta/harvestUrls/

Triangulation, digitalmethods.net. Available at https://tools.digitalmethods.net/beta/triangulate/

Google Bookmarklets, medialab.sciencespo.fr, two buttons to be added to the browser to
extract in a few clicks a set of Google Search results as CSV. Available at
https://medialab.sciencespo.fr/en/tools/google-bookmarklets/

Zoekplaatje, search engine results scraper,
https://github.com/digitalmethodsinitiative/zoekplaatje
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Resources

Google Translate, google.com. Available at http://translate.google.com/

‘Top 50 Sites on the Web by Country’, similarweb.com. Available at www.similarweb.com/top-
websites/

Projects

Map and interpret bias with the Lippmannian Device

RESEARCH GOAL Determine source partisanship (side-taking) as well as its distribution of
concern.

The Google Scraper, when used principally for societal search, is also referred to as the
Lippmannian Device. There are two overall use cases for the Lippmannian Device: source
partisanship and source distribution of concern. For source partisanship, the question concerns
the detection of side-taking by a particular source through its mentioning or failure to mention
specific issue language. Above it was noted that particular organizations mentioned the climate
change sceptics while others averred. For research on the distribution of concern one is often
given a list of issues that a particular organization engages in, advocates for, or otherwise ‘does’.
The question is whether certain organizations show attention to particular issues (over other
issues) through frequency of mentions on their websites. Here one relies on Google’s second
strength (massive, presentist site indexing) and renders a distribution of attention to a set of
issues.

Lippmannian Device?

As a term the Lippmannian Device refers to a piece of equipment for mapping and interpreting
bias, or, as indicated, it may be employed to gain a rough sense of a source’s partisanship and
distribution of concerns. It is named after Walter Lippmann, the American journalism scholar who
in his Public Opinion book of 1922, and particularly in his sequel to it of 1927, The Phantom
Public, called for a coarse means of showing actor partisanship:

The problem is to locate by clear and coarse objective tests the actor in a controversy
who is most worthy of public support. (Lippmann, 1927: 120)

The signs are relevant when they reveal by coarse, simple and objective tests which
side in a controversy upholds a workable social rule, or which is attacking an
unworkable rule, or which proposes a promising new rule. By following such signs the
public might know where to align itself. In such an alignment it does not... pass
judgment on the intrinsic merits. (Lippmann, 1927: 120)

The device does not answer all of Lippmann’s calls, though it seeks to begin with them by
addressing a seminal Lippmannian sense (partisanship) as well as an extended one (distribution
of partisanship). It also advances the calls by Lippmann, in an attempt to enrich the partisanship
notion with the idea of distribution of concern on the part of actors. They may have a list of
campaigns or issues they are working on, but which garner more returns? The Lippmannian
device queries Google, in a two-step process, and makes the results available in issue or source
clouds (as well as in a spreadsheet).

Lippmannian Device project: Source clouds for the display of partisanship

The Lippmannian Device may be used to create source clouds that reveal partisanship towards a
particular issue. With the tool, one may query a list of sources for one particular issue, or for a
set of issues (keywords). Which source mentions ‘security fence’, which ‘apartheid wall’ and
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which neither (for the barrier between Israel and the Palestinian territories)? Source clouds
display sources, each resized according to the number of mentions of a particular issue,
according to Google.

Here is an example of employing the Lippmannian Device to study the ‘synthetic biology’ issue.
Craig Venter has been considered a somewhat polarizing figure in the issue space, given that
the science in his work often serves commercial interests and the (best-known) work itself is
often construed as ‘patenting life’ (Glasner and Rothman, 2017). Thus we will ask which actors
appear sympathetic to Craig Venter in the synthetic biology space.

Automated method

1. Set Google preferences to return 100 results. Query ['synthetic biology’] in Google.

2. Select and copy the top 100 Google results. That is, on the Google results page, select all
results (avoid the sponsored results), right-click and use ‘view selection source’ (in Firefox)
and then copy the highlighted text.

3. Paste that text into the Harvester, a separate tool. Choose as output ‘exclude URLs from
Google and YouTube’, ‘only return hosts’ and ‘only return uniques’ — meaning unique hosts
will be returned and later queried.

4. Select and copy the results into the top box of the Lippmannian Device.

5. In the bottom box of the Lippmannian Device, enter the keyword [Venter] or, for greater
specificity, [‘Craig Venter’].

6. Select the number of desired results (1-1000). Use a larger number of results if there is an
expectation that most sources mention the keyword. Name the output file and press Scrape
Google.

7. Keep the Scraper browser window open and wait until the scrape is completed (i.e., until the
output file is available). If a pop-up window appears, type in the captcha and close the pop-
up window, and the Scraper will resume.

8. View the source cloud results — multiple sources and single issue.

9. View different orderings. Choose cloud output ‘ordered by size’ for a hierarchy of sources
mentioning Venter, with those sources mentioning Venter the most at the top (see Figure
6.9).

Manual method

1. Query Google for ['synthetic biology’]. Save results. Commit each host in the results to a row
in a spreadsheet.

2. Query each individual result in the top 100 for ‘Craig Venter’. Use ‘site’ queries:
[site:www.synbioproject.tech ‘Craig Venter’]. For each host queried, place actual and
optionally estimated result count in spreadsheet.

3. Show the quantity of mentions of Craig Venter in top sources on synthetic biology with a
source cloud. Resize sources (e.g., synbioproject.tech) according to the number of
mentions.

You may wish to consider normalizing the findings on the basis of the overall sizes of the
websites.

nature.com (200) ncbi.nlm.nih.gov

(200) nytimes.com (200) sciencemag.org
(200) genome.org (200) biomedcentral.com
(200) jevi.org (191) berkeley.edu

(191) etcgroup.org (126) connotea.org (104) physorg.com

(80) Ibl.gov (67) Ise.ac.uk (63) rachel.org (53) sciencedaily.com (45) springer.com (38) boingboing.net

(34) sciam.com (33) innovationwatch.com (28) economist.com (21) embl.org (14) sciencefriday.com (12) parliament.uk

(11) bio.davidson.edu (10) bbsrc.ac.uk (9) ight.org (8) i ink.com (7) org (7) com (7) eetimes.com
(6) labtechnologist.com (5) selectbiosci com (4) lewrockwell.com (3) nestconference.com (1) esf.org (1) eecs.mitedu (0) jbioleng.org
(0) qb3.org (0) ietdl.org (0)
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Figure 6.9 Craig Venter’s presence in the Synthetic Biology issue space, March
2008. Top sources on ‘synthetic biology’ according to a Google query, with
number of mentions of Venter per source. Source cloud ordered by frequency of
mentions. Output by the Lippmannian Device, Digital Methods Initiative,
Amsterdam.

Lippmannian Device project: Issue clouds for concern distribution

The Lippmannian Device can also be used to create issue clouds that can reveal varying levels
of concern by one or more sources. With the tool, one may query one or multiple sources for a
set of issues or keywords. For example, Greenpeace International lists several issues for which it
campaigns. Are there particular ones that are granted more attention (and perhaps resources)?
Issue clouds display the campaign issues, each resized according to the number of mentions on
the website (according to Google).

Another case in question are the issues listed by an NGO, Public Knowledge, dedicated to digital
rights. Having copied and pasted their issues into the Lippmannian Device, and querying via
Google publicknowledge.org for each issue separately, one may gain a sense of a distribution of
concern. Here the next step may be to ground the findings with the actor itself and/or compare
them to a larger agenda of the (digital rights) field.

1. Extract issues for the NGO by finding and copying its issue list. Public Knowledge’s issue list
is at www.publicknowledge.org.

Copy and paste the issue list to the bottom box of the Lippmannian Device, one issue per line,
placing quotation marks around multiple-worded issues. An issue such as ‘Digital Millennium
Copyright Act (DMCA)’ could be inputted as follows:

‘Digital Millennium Copyright Act' OR DMCA

‘700 MHz Spectrum Auction’ OR ‘Spectrum Auction’
‘Anti-Counterfeiting Trade Agreement’

‘Broadband’

‘Broadband Stimulus’
‘Broadcast Flag’

‘Comcast Complaint’
‘Copyright’

‘National Broadband Plan’
‘Network Neutrality’

‘Open Access to Research’
‘Opening the White Space’
‘Orphan Works’

‘Patent Reformy’

‘Selectable Output Control’
‘Text Message Petition’

‘Trademark’


http://www.publicknowledge.org/

‘WiFi Municipal Services’

‘WIPO Broadcasters Treaty’

2 Place Public Knowledge’s URL in the top box of the Lippmannian Device,
www.publicknowledge.org.

3 Select the number of desired results (1-1000). Use a larger number of results if there is an
expectation that the source mentions the issues in great quantity. For the public knowledge
case, the setting 1000 results is entered. Name the output file (e.g.,
publicknowledge_issues_1DEC2019), and press Scrape Google.

4 Keep the Scraper browser window open, and wait until the scrape is completed (i.e., until
the output file is available). If a pop-up window appears, type in the captcha and close the
pop-up window, and the Scraper will resume.

5 View the issue cloud results. View issues per source. Choose cloud output ‘ordered by
size’ for Public Knowledge’s issue hierarchy (see Eigure 6.10).

Video tutorials

There are videos on how to extract URLs from a web page and how to operate the Lippmannian
Device.

‘Extracting URLs from a Web Page via the URL Harvester’ (1'25’),
www.youtube.com/watch?v=kzaq9DXfO_g

The Search Engine Scraper and Lippmannian Device (13'28’), www.youtube.com/watch?
v=hIPTrTM53ho

GoogleScraper

The GoogleSeraper queries Google and makes the results

available for further analysis. In the top text box, place URLS. In Maximum number of results per query: 1000
the bottom text box, place key words. (max 1000)
Google will be asked if each keyword oceurs in each URL. Results Enter URLs:

are displayed as a tag cloud and an html table. They also are
written to a text file which you can access at the bottom or
through previous result s.

Harvester feature: In the top box, you may also place a
combination of URLs and text, and the URLs will be fetched out
of the text and queried for the key words placed in the bottom
box.

Select Method & Visualization

Source clouds
Show the partisanship or commitment of sources to issues.
The cloud displays sources, each resized according to the
number of mentions of a particular issue.

Issue clouds

Show the issue commitment or partisanship of a single
source or multiple sources. The cloud displays issues, each
resized according to the number of mentions by one or more
sources.

(Note: This box has a harvester, which enables you to enter URLS and text. The URLS will be
stripped out. Only http://* and www.* URLS are recognized.)
http:/ fwwv.publicknowledge.org

Enter key words, one per line:
(You can perform normal Google-style queries on each line, e.g.:
“syrian official”
israel OR palestine)

“Network Neutrality™

“Open Access o Research™

“Opening the White Space”

“Orphan Works*

“Patent Reform"*

“Selectable Output Control®

“Text Message Petition” vy
Trademark

“WiFi Municipal Services™ X
“WIPO Broadcasters Treaty" 4

Name your result file: public_knowledgell90ct20

(default = resultDayMonthYearHourMin.txt):
Advanced options

GSeaeiCooatal i
Scrape Google ) Previous Results

Description

Figure 6.10 The making of Public Knowledge’s concern distribution. Input of
publicknowledge.org and its issues into Lippmannian Device. Output rendered as


http://www.publicknowledge.org/
http://www.youtube.com/watch?v=kzaq9DXfO_g
http://www.youtube.com/watch?v=hIPTrTM53ho

word cloud, showing the lower six issues on Public Knowledge’s issue list, ranked
according to number of mentions of its website according to Google site search, 2
October 2009. Output by the Lippmannian Device, Digital Methods Initiative,
Amsterdam.

Tools

Lippmannian Device, digitalmethods.net. Available at
https://tools.digitalmethods.net/beta/lippmannianDevice/

Descriptions of Images and Figures
Back to Figure

The figure shows texts inside the blocks for the making of Public Knowledge’s concern distribution. Input
of public knowledge.org and its issues into Lippmannian Device. Output rendered as word cloud,
showing the lower six issues on Public Knowledge's issue list, ranked according to number of mentions
of its website according to Google site search, 2 October 2009.
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SEVEN CULTURAL POINTS OF VIEW: COMPARING WIKIPEDIA
LANGUAGE VERSIONS

The counter-intuitive consideration of Wikipedia as source for cultural particularism

WIKIPEDIA AS CULTURAL REFERENCE

The chapter is dedicated to the study of Wikipedia as cultural reference. On the face of it, such an
approach to Wikipedia appears counter-intuitive, or even a category mistake, as Wikipedia is meant to
be an online equivalent to and extension of an encyclopedia, with principles and standards that would
prevent articles from being particularistic or parochial. One is not meant to read an encyclopedia, even
one with distinctive language versions, for cultural points of view. Wikipedia articles follow core
principles that would remove any perspectives or points of view that are not construed as neutral. The
articles also are meant to be universal, or ‘global’, in their outlook. For example, the instructive
‘globalize’ template, similar to the scores of other banners placed on articles that are deemed to require
editing work, points up the kind of view that Wikipedia articles should attain, and would err when they do
not: ‘The examples and perspectives in this article may not represent a worldwide view’ (see Eigure 7.1).
In other words, articles should be drained of (national) cultural perspective, and arguably over time
would have any perspective contained therein smoothed over, whereupon the template would be
removed.

Template:Globalize H
From Wikipedia, the free encyclopedia
The examples and perspective in this article may not represent a worldwide view of the subject. You may improve

@ this article, discuss the issue on the talk page, or create a new article, as appropriate. (May 2018) (Learn how and when to
remove this template message)

Figure 7.1 ‘Template:Globalize’, Wikipedia,
https://en.wikipedia.org/wiki/Template:Globalize.

Moreover, articles should season, even mellow, eventually becoming emblematic ‘featured articles’ that,
apart from being ‘well-written’, ‘comprehensive’, ‘well-researched’ and ‘neutral’, are also ‘stable’,
meaning that they are not subject to edit wars or dispute (Wikipedia Contributors, 2018b). As Jimmy
Wales, the founder, put it during a fundraising drive: ‘one person writes something, somebody improves
it a little, and it keeps getting better, over time’ (Wikimedia, 2010).

Generally, Wikipedia articles follow principles that seek to prevent specific viewpoints and bias and
stabilize. They should have a neutral point of view, ‘representing fairly, proportionately, and as far as
possible without bias, all significant views that have been published by reliable sources’ (Wikipedia
Contributors, 2018c). They should be verifiable, with references made in the articles to reliable sources,
often with outlinks. The verifiability principle means that articles are anchored by recognized knowledge.
Wikipedia’s third core principle is that the articles should contain no original research, however much it
may be factual. One should be able to look up, outside of Wikipedia, the subject matter and contents of
articles.

Counter-intuitively, then, this chapter discusses the specificity of Wikipedia language versions, such as
guantities of unique articles, distinctive editing cultures as well as software projects that identify and
highlight incompatibilities (so to speak) between them. The differences between the Bosnian, Serbian
and Dutch language versions of articles on Srebrenica serve as a case study for the study of Wikipedia
as ‘cultural reference’; mention is also made of the differences between the German and Polish
Auschwitz articles. The overall purpose of comparative Wikipedia language article analysis is to tease
out cultural difference (both manually and with comparison tools), and ultimately account for it.
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WIKIPEDIA AS REFERENCE WORK

In order to contextualize the very idea of Wikipedia as cultural reference, it is of interest to discuss the
online encyclopedia as reference more generally, and how it has been the subject of empirical study of
its contents. It should be mentioned at the outset that Wikipedians have set up a project on the
encyclopedia’s so-called systemic bias, which is described as Western in terms of both the distribution
of quality and sheer volume of articles (Livingstone, 2010; Graham, 2011; Hargittai and Shaw, 2015;
Wikipedia Contributors, 2018d). The main empirical work (and to an extent the critique of Wikipedia)
follows from certain qualities of the online encyclopedia, all of which capture the improbability of the
project in toto upon first inspection.

One is that Wikipedia is authored by ‘amateurs’ (or volunteers), who ‘work’ gratis, pointing up the
significance of the empowerment of everyday web users as ‘editors’, who previously were shut out of
content contribution by so-called old media gatekeepers (Baker, 2008; Reagle, 2008). While the work
could be considered volunteering, it also makes Wikipedia more and more valuable (e.g., for attracting
donations and building an endowment), thereby opening up the online encyclopedia to critique as
accruing value from free labour (Terranova, 2003). The value ‘gifted’ to users, however, could be said to
be much greater than that gained by Wikipedia or its foundation.

ERRORS IDENTIFIED: ENCYCLOPAEDIA BRITANNICA ERRORS IDENTIFIED: WIKIPEDIA
Agent Orange
Agent Orange
1. This entry implies that it was the herbicides that are problematic, which is not the
case. It was dioxin, a byproduct of manufacture of 2,4,5-T that is of concern.
Dioxin is persistent in the environment and in the human body, whereas the
herbicides are not. In addition, there was a significant amount of dioxin in Agents
Purple, Pink and Green, all of which contained 2, 4, 5 - T as well. However, we
have less information on these compounds and they were used in lesser quantities.
The entry is on the verge of bias, at least. By use of the word "disputedly" in the
Aldol second sentence there is at least an implication that the evidence of harm to
exposed persons is in question. That is not the case, and the World Health
Organization has identified dioxin as a "known human carcinogen", and other
organizations such as the US National Academy of Sciences has documented
harmful effects to US Air Force personnel.
Aldol

1. A very minor error is that Agent Orange is considered by the Vietnamese to be
the cause of the diseases listed in the second paragraph from the 19705 to the
present, not just from the 1970s to the '90s.

. The entry should include the statement that other mixtures containing dioxin were
also sprayed, including Agents Purple, Pink and Green, albeit in lesser amounts.

~
B

. The aldol REACTION is not the same as the aldol CONDENSATION.
. Sodium hydroxide is by no means the only base to be used in the aldol and acid
catalysed aldol reactions also occur (usuaily with concomitant loss of water).
The reaction steps in the second reaction sequence should be equilibria up to the
dehydration step.

. In particular, there is no mention of the acid cafalysed process and scant mention
of related reactions

PO

The mechanisms of base and acid cafalysed aldol reactions should have every step
as an equilibrium process

‘The acid cafalysed process should include the dehydration step, which occurs
spontaneously under acid conditions and, being effectively irreversible, pulls the
equilibrium through to product.

The statement that LDA is avoided at all possible as it is difficult to handle is
rubbish. Organic chemists routinely use this reagent — which they either make as
required or use commercially available material.

»

Archimedes Principle
Reviewer: Prof. Timothy J. Pedley, G. L.Taylor Professor of Fluid Dynamics, University
of Cambridge, UK.

w

In the fourth sentence the word 'floating'is used to mean 'at rest' and does not
necessarily mean that in common parlance.
2. The very last sentence is true only for an object at rest; when a body is moving . -
there are pressure forces, as well as viscous stresses, associated with the motion. Archimedes Principle
Reviewer: Prof. Timothy J. Pedley, G. L. Taylor Professor of Fluid Dynamics, University

Australopithecus africanus of Cambridge, UK.

. Inthe section on acceleration and energy, which discusses how a body moves

when it is not neutrally buoyant, it is rightly stated that the acceleration of a body
Bethe, Hans experiencing a non-zero net force is not the same as in a vacuum, because some of
the surrounding fluid has to be accelerated as well. However, it is implied that the

1. Dart did not find the fossil. It was brought to him by others.

1. It should say that Bethe was dismissed from his post in Germany in 1933 because
his mother was Jewish.

Cambrian Explosion
1. “Numerically dominant” [and in passing note this is not defined: species?

individuals?] forms in the Cambrian are arthropods and sponges; neither phylum
“became extinct”.

mass of fluid that has to be added to that of the body, in using Newton's Law to
calculate the acceleration, is equal to the mass of fluid displaced. This is not in
general true - for example, the added mass for an immersed sphere is half the
mass of fluid displaced.

2. The entry is rather imprecise. In line 3, for example, the object is said to "float"
if the buoyancy exceeds the weight, so here "float" must mean "rise" and not "stay
at the same level", which is probably not what was intended because the word has
the other meaning in the second paragraph of the section on "Density".

Figure 7.2 Errors identified in the same entries in Wikipedia and Encyclopaedia
Britannica, 2005.

Source: Giles, 2005.

While edited by volunteers, Wikipedia is surprisingly encyclopedia-like, not only in form but also in
accuracy (see Eigure 7.2). The major debate concerning the quality of Wikipedia compared to
Encyclopaedia Britannica (and other reference works) has been the source of repeated scrutiny, not
only in the famous article published in the journal, Nature, where it was found (and trumpeted in
headlines) that Wikipedia is nearly as accurate as Britannica (Giles, 2005). It also has been the subject
of subsequent analysis and follow-up work by information and library scientists, where most found that
Wikipedia was less accurate (and far more prone to glaring errors) than Britannica, Encarta, the
Dictionary of American History and the American National Biography Online, to name certain of the
sources for the comparative analysis (Rosenzweig, 2006; Rector, 2008).



Figure 7.3 Featured articles in English-language Wikipedia collected, laid out, printed
and bound.

Source: Matthews, 2009.

Figure 7.4 The publishing project, The Irag War: A Historiography of Wikipedia
Changelogs, 2006—2009.

Source: Bridle, 2010.



Of course, Wikipedia is much larger in scope than the other reference works, and uneven in quality, with
certain subject matters (such as contemporary events) enjoying far greater coverage and editor
attention than others, additionally leading to thoughts of Wikipedia, instead of the newspapers, as
authors of the proverbial first draft of history (Halavais and Lackaff, 2008). Moreover, articles in
Wikipedia are always only versions, making the encyclopedia alone among its kind in its unfinished
state. It also allows for pulling back the curtains to view the occasionally unruly discussions and debate
on talk pages per article. Its unfinished state and rough-hewn origins did not stop Bertelsmann from
publishing selections (featured articles) from the German Wikipedia as an encyclopedia in print
(Bertelsmann Lexikon Institut, 2008)! There also have been art projects that have done the same, for
example, printing out all the edits that have been made to a particular article, on the Iraq war, in an effort
to introduce materials for history-writing (see Eigures 7.3 and 7.4), or striving (on multiple occasions) to
print out the entire English-language Wikipedia, whose size at 7500 volumes proved insurmountable
(Mandiberg, 2015). An ever-evolving and debated store of knowledge online is perhaps resistant to print
culture.

THE QUALITY OF WIKIPEDIA

Print by reputable publisher may be one imprimatur of quality, but what is the source of Wikipedia’'s?
Mention was made above of the core principles: neutral point of view, verifiability and no original
research. On top of the principles, scholars are studying the relationship between the bureaucracy that
is Wikipedia’'s consensus-building process, and the quality of articles, normally taking ‘featured articles’
as examples of such (Mesgari et al., 2015). Quality articles edited by power editors may be more likely
to become featured articles, and thus quality may be attributed to a particular type of editor work (Butler
et al., 2008).

Quality is additionally the outcome of Wikipedia’s other editors — the bots. Without them the online
encyclopedia could fall prey to spam, like certain comment spaces without moderators that finally were
closed down. For quality control, there is also collaboration between the human editors and other non-
human tenders such as alert software (Niederer and van Dijck, 2010). Indeed, in the ‘Heavy Metal
Umlaut’ screencast documentary by Jon Udell (discussed in the Website History chapter), he appears
astonished by the agility of Wikipedians, catching (and correcting) vandalism just minutes after the
defacement of an article has taken place (2005). One could argue that the bots and alert software keep
not just the vandals, but also the experimenters, at bay, those researchers as well as Wikipedia nay-
sayers making changes to a Wikipedia article, or creating a new fictional one, and subsequently waiting
for something to happen (Chesney, 2006; Magnus, 2008). This other strand of work that seeks to
understand the quality of Wikipedia, together with the so-called vigilance of the crowd, has been
performed through article tampering that was ‘caught’ by the bots or by individual editors (Halavais,
2004; Read, 2006). In the experiments that also took into account the automated monitoring of reverts
and other signs of flame wars and malicious editing (choosing to insert errors more randomly than in a
pattern), it was found that some but not all of the errors were corrected. Often errors are the product of
non-scholarly ‘sneaky vandalism’ (Tran et al., 2015), and the question concerns whether to rely on
vigilant Wikipedians (with bots and software assistants) or develop more stringent thresholds to editing.
Higher thresholds to entry, however, may remove the charm of volunteer work, especially when
Wikipedia editing activity faces decline.

Research has been undertaken in reaction to findings that there is only a tiny ratio of editors to users in
crowdsourced, substantive platforms, which became known as the myth of user-generated content
(Swartz, 2006). As mentioned above, there is also work on the decline in the number of editors in
Wikipedia, where the debate concerns the question of natural maturation versus overzealous regulation
by Wikipedians, often summarized by the term ‘deletionism’ (Silverman, 2013). In this decline narrative
faced by Wikipedia, heavy-handed editorial culture (and the busy work of writing edit summaries after
editing) is exacerbated by the algorithmic toolbase (Halfaker et al., 2013). The boldness (without
recklessness) Wikipedia recommends for its editors is met with automated pushback. Increasing mobile
access to Wikipedia has been pointed out as adding to the decline, for mobile users edit much less than
those on desktop (Brown, 2015). Wikipedia co-founder Jimmy Wales often remarked (in the early days)
that the dedicated community is relatively small, at just over 500 members. Beyond the small community
there are also editors who do not register with the system. The anonymous editors and the edits they
make were the subjects of the Wikiscanner tool, developed by Virgil Griffith at the California Institute of
Technology. Anonymous editors may be ‘outed’, leading to scandals, as collected by Griffith himself.
Among the better known (at least in the Netherlands) is the ‘royal edit’, where a computer in the Dutch
royal household apparently was found to have made an edit to Princess Mabel’s entry, whereby the
information she gave about her past relations with a drug kingpin (Klaas Bruinsma) to the Dutch vetting
authorities was changed from ‘incomplete and false’ to ‘incomplete’, thus excising the word ‘false’. It is



indicative of what Udell called the ‘abnormally vigilant’ Wikipedia community that the edit was reverted
quickly after it was made, never since to reappear. That part of the story is rarely told.

Perhaps the most infamous edit was not anonymous. In his own article, Jimmy Wales edited out Larry
Sanger as co-founder of Wikipedia. The editing of a Wikipedia article by its subject or by a
representative of its subject matter has been critiqued as publicity management rather than
encyclopedic editorial care, however much the subject may be closer to the material and thus both more
informed as well as passionate about it (Aula, 2010). Thus quality (rather unexpectedly) may be gained,
at least occasionally, from what is otherwise known as publicity management, though tools such as the
Wikiscanner would remain a check against boosterism.

WIKIPEDIA'S RELATIONSHIP TO GOOGLE

Quality also lies in how articles are sourced, and continuing traffic to Wikipedia articles where the ‘many
eyes’ may spot errors and indeed become editors themselves. How is the knowledge sourced that
appears in Wikipedia, including the outlinks? Wikipedians often refer to Google as a source to check for
a subject’s prior art. So, if it is not returned in Google results, it may not be considered as published.
Wikipedia thus could be said to ground knowledge claims in the online, or at least routinely seek
evidence for them there. That Wikipedians look up subject matters in Google (to confirm their existence)
is one of the relationships between the search engine and the online encyclopedia.

Wikipedia is the
new google.

Even if you google
something, the
first hit will be a
wikipedia page

anyway.

Figure 7.5 The relationship between Wikipedia and Google by leftintherain, home-made
picture thumbnail, rendering gunkglumb’s Urban Dictionary definition of Wikipedia from
2005, www.urbandictionary.com/define.php?term=wikipedia&page=6

Source: Leftintherain, 2011.

The other, more prominent interrelation concerns the regular appearance of Wikipedia articles (their
links and description text) at the top of Google results pages for substantive (or information) queries
(see Eigure 7.5) (Vaidhyanathan, 2011). The placement of Wikipedia at the top of Google results pages
prompted the president of Encyclopaedia Britannica, Jorge Cauz, to call Google and Wikipedia’'s
relationship ‘symbiotic’ (Carr, 2009). At the time of writing, the query for [encyclopedia] returns
Encyclopedia.com as the top result at google.com, with Wikipedia second and Britannica third.
Encyclopedia.com appears to be a Google artefact (discussed in the search as research chapter) in the
sense of the proper name matching the query as opposed to being more renowned than Wikipedia and
Britannica.

For years Wikipedia has hovered around fifth in the top global website rankings, according to Alexa.
One may attribute widespread usage of Wikipedia in part to the top position regularly achieved in
Google results, however much one may desire to peruse Wikipedia’'s hit logs to confirm such a
supposition (Zachte, 2015). To Alexa (2018), Wikipedia receives a disproportionate amount of traffic
from search, compared to others at the top (nearly 60%, compared to 13% for YouTube and 7% for
Facebook). Wikipedia ranks highly in Google results pages (perhaps better than any other website) for
informational queries, rather than for transactional or navigational ones, as a number of industry studies
have found. Search engine optimization (SEO) and online marketing researchers have regularly
lamented that Wikipedia does not appear to optimize its webpages for search, yet still comes out on top.
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Responding to an early study that found that over 95% of Wikipedia (English-language) articles are in
Google’s top ten search results (for a query related to the title of the article; Googlecache, 2007), one
SEO developer wrote a Firefox search plug-in that removes Wikipedia from Google results pages
(Critchlow, 2007). It is a form of critical commentary concerning the ‘symbiotic relationship’ between
Wikipedia and Google, but also perhaps of interest for actual use to those who monitor search engine
results (and tire of Wikipedia's steady appearance). It also could be employed to remove a Google
artefact.

The roles reversed in the relationship between Wikipedia and Google, however, with the introduction of
Google’s knowledge graph in 2014-2015, and its outputs on search engine results pages. The text
boxes or ‘knowledge panels’ appearing alongside so-called organic results (from substantive queries
such as ‘Leonardo da Vinci’) contain short descriptions taken from Wikipedia articles as well as other
scraped sources. The use of Wikipedia material for Google’s purposes has had its side effects — for
Wikipedia. A Google user looking for a capsule summary of the medieval Italian polymath may be
satisfied enough with the Google knowledge panel so as to not click through to the Wikipedia page.
Wikipedia’s traffic is thus affected by having had its content cherry-picked, at least according to an
observation made in 2015, which appeared to point to a traffic decline on Wikipedia since the
introduction of the knowledge panels (see Figure 7.6).

Google’sKnowledge Graph,
killing Wikipedia?
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Figure 7.6 The apparent impact of Google info boxes (knowledge graph panels) on
Wikipedia traffic.

Source: Kohs, 2014.

STUDYING CULTURE WITH WIKIPEDIA

National Wikipedias

At the time of writing the English Wikipedia has nearly 7000 disputed articles. These are neutral point of
view (NPOV) disagreements (often having resulted in edit wars) about wide-ranging topics. That there
are so many ongoing disputed articles is an indication of the difficulty of attaining a ‘stable’ state so that
disputed articles might eventually become ‘featured’. Wikipedia administrative culture — including the
manner in which disputes are resolved — is an object of study in itself as is how Wikipedians stigmergicly
and routinely achieve decent quality (Loveland and Reagle, 2013; Jemielniak, 2014; Elliott, 2016). Here
the culture of Wikipedia, including the distinctive social manner in which Finnish Wikipedians may
resolve disputes and other issues compared to the Japanese, is one means of considering cross-
cultural study with Wikipedia. In the event, the Finnish have no NPOV disputes (as a study reported),
and the Japanese tend to make little use of the talk pages to resolve disputes (Nemoto and Gloor,



2011). As another case in point, featured article approval processes differ between Arabic and English
Wikipedia communities, with the former far less formal than the latter (Stvilia et al., 2009).

Wikipedia as socio-cultural data

Another approach to studying societal and cultural specificity with (and on) Wikipedia is to consider its
articles as sources of data, especially the hit logs and editing history. Taking the presuppositions of
Trends (discussed in the query design chapter) as their points of departure, Wikipedia data-driven
monitoring devices for seasonal flu fluctuations have been demoed (Generous et al., 2014; Mclver and
Brownstein, 2014; Bardak and Tan, 2015). To chart the incidence of flu, studies use Wikipedia flu article
hit logs (rather than, for example, page editing history or talk page activity). Other researchers expanded
the log data of articles under scrutiny to include gastroenteritis, bronchiolitis, chickenpox and asthma,
finding a significant relationship between page views and emergency department visits (Vilain et al.,
2017). Other Wikipedia data show cultural priorities, such as the geolocations of the editors of particular
articles, where the question may be which countries edit which articles with great fervour. Here the study
concerns less Wikipedian platform culture (as above) than national and regional cultures. Why do
certain African Wikipedians tend to edit the English-language Wikipedia far more than other specific
language versions closer to home (Graham et al., 2014)? Why does the Japanese Wikipedia have far
more anonymous editors than other Wikipedia language versions (Lih, 2009)?

Apart from article activity as an indicator of cultural specificity, the meta-substance of Wikipedia articles
(such as article titles per language) is also a source of data. Wikipedia article titles have served as
keywords for censorship research in China (the Weibo study) and have been queried in Google to check
Wikipedia page rankings, as mentioned above. In both instances Wikipedia’'s breadth of topics is made
use of. Indeed, researchers have described Wikipedia as ‘a giant multilingual database of concepts’
(Milne and Witten, 2013).

Wikipedia and cultural difference

In a fourth approach to studying culture with Wikipedia one considers substantive differences across
Wikipedia language versions (Gallagher and Savage, 2013). The basis for studying cultural differences
and their implications has been well laid. As has been found, certain Wikipedias (e.g., the Arabic and
the Korean) have substantial quantities of articles unique to themselves (Stvilia et al., 2009). Thus, it
should not be expected that there is universality, however much certain Wikipedia language versions
may have their specificity ‘suffer’ from translation from the English or another dominant language
(Warncke-Wang et al., 2012). The Korean has a higher percentage of articles translated from English
than the Arabic. Cross-cultural comparison is best served through organically written articles,
whereupon the contents are of interest, rather than Wikipedia’s administration, article activity or keyword
availability. Across Wikipedia language versions, the accounts of historical events may differ. In another
set of studies, the particular cuisines covered per Wikipedia show certain cross-cultural appreciations
and lacks thereof (Laufer et al., 2015; Gieck et al., 2016).

Studying societal controversies with Wikipedia

In a fifth approach, treated briefly, the question of controversial articles is less a prompt for ethnographic
Wikipedia work (why the Finnish do not appear to have NPOV disputes) but rather concerns which
subject matters (and specific claims or findings) are disputed societally. A variety of projects take up the
guestion of detecting and following controversiality in single articles, in the ‘same’ article across
Wikipedia language versions as well as in ecologies of related articles, where, for example, a
controversy in one piece migrates (or forks) to another article. Contropedia, as the software project is
called, places a layer on an article showing which wikilinked passages have been most controversial
over time (Weltevrede and Borra, 2016). Another project, ‘the most controversial topics in Wikipedia’,
the interactive tool once featured in Wired magazine, ranks controversies per country, and also
aggregates them by categories where, for example, the most controversial category on the Spanish site
is sports which elicits no controversy on the Arabic site (see Table 7.1).

WIKIPEDIA LANGUAGE VERSION COMPARISON PROJECTS



The approach taken here for the comparative study of Wikipedia language versions is relatively
straightforward. The comparisons are based on a form of content analysis which focuses on basic
elements that comprise an article: its title, authors (or editors), table of contents, images and references
(McMillan, 2000). Added are two further elements that are more medium-specific: the location of the
anonymous editors (based on IP address), and a reading of the discussion pages that are behind the
articles. Left out (but not forgotten) are other similarly specific elements of interest in the study of
Wikipedia articles, such as the activity of software robots (bots), which are often highly active editors
both across an entire language version of Wikipedia and within a single article (Geiger, 2011). Another
medium- specific object is not emphasized but remains on offer. The special study of templates such as
the ‘globalize’ one discussed at the outset may be undertaken when making comparative study of
articles; these templates also appear when comparing the images from a series of the ‘same’ articles
across language versions, as discussed below. Thus, the opportunity for template study is built into a
tool for cross-article image comparison.

Table 7.1 Most controversial articles in select Wikipedia language versions. Italicized titles are translated for the sake of comparison.

Table 7.1 Most controversial articles in select Wikipedia language versions. Italicized titles are translated
for the sake of comparison. Source: Yasseri et al., 2014.
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Srebrenica in the Serbian, Bosnian and Dutch Wikipedias

In a comparative study of Wikipedia language versions, one goal is to extract and place side by side
significant differences. The first case in question concerns the Serbian, Bosnian and Dutch Wikipedia
articles about the events of July 1995 in Srebrenica, so as to learn about the specific cultural points of
view (if any) of each (Rogers and Sendijarevic, 2012; Rogers, 2013b). Thousands of Bosniaks were
killed by Bosnian-Serb forces in the ‘safe haven’ of Srebrenica where Dutchbat, the Dutch UN battalion,
was stationed.

The three language versions, in other words, are chosen for the significance of the countries during
what is known as the Srebrenica massacre, Srebrenica genocide or the fall of Srebrenica, as the
Serbian, Bosnian and Dutch Wikipedia versions respectively refer to it in the title of the articles. As a
starting point, not only the titles of the article but a particularly salient fact appearing in each are
compared (see Table 7.2). Through the comparison of the victim counts, it is observed that the Serbian
and Dutch versions tend to round down, and the Bosnian lists the higher figure only. There are also
differences in the articles not only substantively but also in terms of illustration and reference, where the
images and sources are often unique. The most significant unique image, included in the Bosnian
article, is the gravestone of a 13-year-old boy. It provides support for the genocide designation in the
article title, for he is not of fighting age. The Dutch and Bosnian versions contain neither that term in the
title nor the image. Moreover, the only reference shared (from a comparison of the links at the base of
the articles) is un.org; the sources otherwise tend to be national, which should not be a surprise, given
the distinctive languages. One could argue (or at least consider) that the article differences may stem
from the distinctive sources anchoring the articles, and sourcing cultures deciding which ones to choose.
To that end the talk pages (‘behind’ the Wikipedia articles) are open for browsing, for there are
discussions about how to handle new information that has come to light and choose sources to
reference. When studying sourcing decisions, one may pinpoint specific moments in the timeline of an
event, or annual commemorations of events. Every year in July Srebrenica article editing activity has
increased.



Table 7.2 Wikipedia articles on same subject compared across Wikipedia language versions, 20 December 2010. Comparison of article
titles and victim counts.

Table 7.2 Wikipedia articles on same subject compared across Wikipedia language versions, 20
December 2010. Comparison of article titles and victim counts.

Wikipedia language version Name of Srebrenica article Number of Bosniak victims
Dutch (Nederlands) Fall of Srebrenica 7000-8000

Bosnian (Bosanski) Srebrenica Genocide 8000

Serbian (Srpski) Srebrenica Massacre 6000-8000

Wikipedia language version Name of Srebrenica article Number of Bosniak victims

Dutch (Nederlands) Fall of Srebrenica 7000-8000
Bosnian (Bosanski) Srebrenica Genocide 8000
Serbian (Srpski) Srebrenica Massacre 6000-8000

Through a comparison of the Wikipedia language versions, one may discover the extent to which
Wikipedia articles express not so much a neutral as a cultural or national point of view. Alternatively, one
may seek to view the neutral and the national points of view as mutually reconcilable by asking, neutral
for whom? The specificity of one Wikipedia language version’s account over another may be framed as
divergent collective memories, where two sets of editors arrive at accounts of events that are neutral to
them, so to speak. One also could argue that the debates in the talk pages together with the discussions
about the choice of sources, images and other information provide the scholar with material to describe
the ‘circumstances under which counter-memory becomes collective memory’ (Whitlinger, 2011).

Auschwitz in the Polish and German Wikipedias

A second case study takes up how Auschwitz is described in Wikipedia (Bielka et al., 2017). In
particular, it inquires into the unique aspects of the German, Polish and Portuguese articles on
Auschwitz. There is occasion to make such a comparison. US President Obama (in 2012) and others
have referred to Auschwitz as the ‘Polish death camp’, presumably using a possessive adjective
referring to place rather than complicity. Associating them with the Polish rather than with the Nazis was
not only offensive to the Poles (and others) but also prompted observers (including the Polish foreign
minister) to call Obama ill-informed and incompetent and his statement as anathema to the struggle
against denialism (Dharapak, 2012). In the event, there is extensive discussion of the notion of ‘Polish
death camps’ in the Polish version of the article, whereas no such discussion exists in the German or
Portuguese. It is the most significant finding by far in the overall comparison, but another smaller
observation concerns how Auschwitz has become so synonymous with the concentration camp that the
article names in both the Portuguese and even the Polish (where the city is located) are just Auschwitz
or Auschwitz-Birkenau rather than having camp in the title. The German article bears concentration
camp (or KZ in German) in its title, and also redirects from Auschwitz.

CONCLUSIONS: CROSS-CULTURAL ARTICLE COMPARISON

Wikipedia articles, whether they have achieved some measure of quality through feature article status or
maturity, may be considered neutral, yet have a national or cultural point of view, teased out through
comparison with other articles of the same subject matter, as exemplified in the cases of Srebrenica
(comparing Dutch, Bosnian and Serbian versions) and Auschwitz (comparing Polish, German and
Portuguese). Omnipedia (from Northwestern University) as well as Manypedia (from the University of
Trento) are computer science projects (and computational achievements) that derive compatibility or
similarity scores between articles (see Eigure 7.7; see also Hecht and Gergle, 2010; Massa and Scrinzi,
2011; Bao et al., 2012). They are useful for spotting differences from which one may subsequently make



an account (e.g., on ‘Polish death camps’) which presumably would be flagged by the software, should it
be able to handle the language translation.

There are also relatively simple digital methods tools that may be used to compare the articles, including
the Wikipedia TOC Scraper, Wikipedia Cross-Lingual Image Analysis and Wikipedia Edits Scraper and
IP Localizer. The TOC Scraper extracts the tables of contents from the inputted articles for comparison
at a glance, where one may note (for example) if the articles contain a controversy or criticism section in
one language version, but not in another. The brevity of TOC Scraper is advantageous when relying on
online translation tools.

Figure 7.7 Omnipedia, the project of CollabLab, Northwestern University, compares
Wikipedia articles across language versions, http://omnipedia.northwestern.edu.

The Wikipedia Cross-Lingual Image Analysis extracts and places in a grid the images of the respective
articles for comparison. The tool enabled the ready discovery of the image of the 13-year-old boy’s
gravestone in the Bosnian version of the Srebrenica article, and its absence in the Dutch and Serbian
ones. The Wikipedia Edits Scraper and IP Localizer extracts the anonymous edits and geolocates the
place from where the edits were made, allowing findings such as whether the Serbian Wikipedia article
on Srebrenica is largely edited from within Serbia only, and the Dutch one within the Netherlands.® (Only
anonymous edits are geolocated; it would be telling to know the location of the non-anonymous edits,
too, but that information, even if logged, is not available.) One other piece of software, the Triangulation
tool, allows for the comparison of the references in the articles, where it was found (as mentioned
above) that the Dutch, Bosnian and Serbian articles share hardly any sources. Taken together these
techniques enable the identification of discrepancy and specificity among the articles in question that
enable more in-depth study and close reading.

1 At the time of writing Wikipedia is considering no longer supplying the IP address of anonymous edits.
Project

Compare the ‘same’ article across Wikipedia language
versions

RESEARCH GOAL To undertake comparative analysis of the ‘same’ Wikipedia article across
different language versions.

Wikipedia, as a top website both in terms of traffic and placement atop Google results, is
deserving of study, however much it may be considered counter-intuitive to study it as a cultural
reference rather than as a reference work like an encyclopedia, where questions revolve around
accuracy and quality. Here we consider the difference between the same article across Wikipedia
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language versions, including how the Wikipedia articles have evolved over time, inquiring into
whether they converge (one point of view across all Wikipedia language versions) or diverge
(cultural particularism).

1. Choice of article and language versions. Choose a subject matter that is shared across two
or more Wikipedia language versions. Note that the same articles in other languages are
often linked from one Wikipedia version to another in the sidebar on the left-hand side of the
article, under languages. You need not be restricted to the other language version linked
from the article, as there may be similar articles.

a. Consider choosing an article where the two or more language Wikipedia versions share
its subject matter significantly, as in the Auschwitz case related above, or are likely to
have varying views on the same subject matter, such as gay (or LGBT) rights. To begin,
note the distinctive titles of what may be considered the same article.

b. Consider choosing languages which are associated with a particular country or culture,
as opposed to many countries and cultures. English, for example, is spoken in many
countries and may thus not be a good indication of a cultural point of view, however
much there is a discussion about its particular ‘American’ biases (and Wikipedia articles
about that). Consider that different language Wikipedias may have particular user and
information cultures too (e.g., that there are relatively few disputes on the Finnish).

Shared language versions, however, can be places where different cultural perspectives

are in evidence in the edit history and talk pages, such as in the English-language
article on the ‘Srebrenica Massacre’, where, for example, both Serbian and Bosnian
editors have been active (and certain ones banned).

c. Articles may have been translated from one language to another, often originating in the

English-language Wikipedia. These are less organic (or sui generis), and perhaps

should be avoided, unless one wishes to compare the original English-language version

with the current reworked article, demonstrating those differences. Additionally,
analysing the most recent English-language version compared to the most recent
translated language version may show distinctive variation worthy of analytical
treatment.
2. Comparative analysis. There are generally two approaches to comparative Wikipedia
analysis, both resulting from the online encyclopedia’s affordances (or ‘research

affordances’): networked content analysis and medium-specific features analysis. The one is

concerned more with the substance of the articles, and the other with the bureaucracy or
apparatus behind the articles.

a. Networked content, generally, refers to how the content in Wikipedia is both interlinked
or tethered to other content and held together by the network of humans and non-
humans (bots) that keep the content in good shape. Without them spam build-up and
other deleterious effects would turn Wikipedia into gobbledygook. More specifically, it
concerns the content fields in the Wikipedia database, so to speak, such as title, table
of contents, images, references and info-boxes.

b. Medium-specific features refer to (among other elements) the editing history and the
talk pages behind articles. They also include the ‘templates’ or those banners indicating
that the article is featured, disputed, locked, up for deletion, etc.

3. Networked content analysis. Compare the title, tables of contents, images, references and
info-boxes. What is shared and what is unique? Develop an account of the specificity of a
Wikipedia language version.

To compare tables of contents, there is the Wikipedia TOC Scraper. For comparative image
analysis, there is the Wikipedia Cross-lingual Image Analysis tool. Lay out tables of contents and
images in side-by-side pages or columns, so as to enable comparison. Organize the items to
show presence/absence. For comparative reference analysis, consider employing the link ripper
as well as the triangulation tools. Note that not all references are always hyperlinked. Truncate
URLs of references to hosts to enable source-level comparison; retain long URLSs for article-level
scrutiny.

4 Medium-specific features analysis. Consider an analysis of (power) editors, anonymous
editors as well as templates regarding the style of editing or bureaucratic culture of a

Wikipedia language version vis-a-vis another. More specifically, take note of how Wikipedia's

core policies and guidelines are deployed. NPOV does not mean that there cannot be
different perspectives in a page, but that the perspectives should be written from a third
person standpoint (balanced, neutral and verifiable). Apart from NPOV, other policies may
be referenced. Consult the talk pages to analyse how editors back up their claims.



Each Wikipedia article has a revision history page. On that page, note the external tools which
can come in helpful: revision history statistics, contributors, etc. One may make a comparative
analysis of the editors using the history stats of each of the articles under study.

For anonymous editor analysis, consider using the tool, Wikipedia Edits Scraper and IP
Localizer. It can be used to extract all edits from a particular Wikipedia page and to geolocate the
anonymous edits. Here one may begin to perform an analysis of the ‘places of edits’, inquiring
into the amount and specific type of content anonymous editors edit together with their locations.

5 Interpretation. Refrain from cultural clichés, and instead describe, in a comparative
framework, the substantive viewpoints (for networked content analysis) or styles (for
medium-specific features analysis).

6 Citing Wikipedia. When citing a Wikipedia page, use the permanent link pointing to the
exact revision of the page, available in the sidebar of the Wikipedia article.

Video tutorials

For the project, watch ‘Analysing Wikipedia Articles through the Front-End’ for an overall
introduction to comparing the ‘same’ article across different Wikipedia language versions. For
more specific techniques, watch the ‘Cross-lingual Image Analysis’ video to learn how to extract
and compare images across two or more Wikipedia articles, and the ‘Triangulation Tool’ video to
compare the references listed on two or more Wikipedia articles. For those undertaking talk page
and revision history analysis, see the Wikipedia ‘Back-End’ tutorial.

‘Analysing Wikipedia Articles through the Front-End’ (14'21"), www.youtube.com/watch?
v=wcl1GdGpv5QE

‘Wikipedia Cross-lingual Image Analysis Tool’ (2'16"), www.youtube.com/watch?
v=L49fFd_O8ZA

‘Wikipedia2geo Tool (Wikipedia Edits and Scraper and IP Localizer)’ (1'37),
www.youtube.com/watch?v=Pd51MaRUhzM

‘Comparing Lists (Triangulation Tool)’ (2'54"), www.youtube.com/watch?v=jg9UzKcuuOE

‘Analysing Wikipedia Articles through the Back-End’ (10'37’), www.youtube.com/watch?
v=tY7E8sXCAWwW

Tools

Wikipedia cross-lingual category analysis, digitalmethods.net. Available at
https://tools.digitalmethods.net/beta/wikipediaCategoryAnalysis/

Wikipedia cross-lingual image analysis, digitalmethods.net. Available at
https://tools.digitalmethods.net/beta/wikipediaCrosslinguallmageAnalysis/

Wiki TOC scraper, digitalmethods.net. Available at
https://tools.digitalmethods.net/beta/wikitoc/
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EIGHT YOUTUBE TEARDOWN: DECONSTRUCTING
RECOMMENDATIONS

Deconstructing (and reconstructing) YouTube related videos, engine results and channel
subscriptions

FROM THE PEOPLE’S CONTENT TO THE VLOGGER’S
PERMANENT UPDATES

Once considered a platform for you to ‘broadcast yourself’, as its original motto phrased it, over the
years YouTube gradually transformed itself from an amateur content hub to a hosting site for music
videos (and other more specific video genres), pirated content and, finally, for “YouTubers’ — online
personalities and microcelebrities whose work is described as ‘permanent updating’ (Jerslev, 2016) (see
Eigure 8.1). These videographers are known as vloggers, or bloggers with video recorders, and are
characterized as those who regularly post videos to their own YouTube ‘channel’. Popular channel
genres include video gamers (such as PewDiePie) who walk through and comment on games and
gameplay, a culture that also has its ‘own’ platform in Twitch and a live spectator sport called ‘e-sports’,
which has been described as the ‘phenomenon of competitively playing video games’ (Smith et al.,
2013). ‘Unboxing’ videos are also well watched (Marsh, 2016), including those falling into the ‘ElsaGate’
category, which are videos that appear to be made for children but have inappropriate content
(Maheshwari, 2017; Walczer, 2021). Originating in the consumer electronics tech press (unboxing
mobile phones) and extending to children’s toys, the genre shares its lineage with ‘product tear downs’.
These are recordings of the dissembling of a gadget to lay bare its components. Teardown efforts
pertain to the politics of knowledge. In reaction to undertakings by electronics companies to keep repair
knowledge (and manuals) out of the public domain, iFixit, perhaps the most well-known teardown artists,
routinely take apart products and posts YouTube videos on how to fix them. They race to be the first to
do so, thereby piling up views.

Youli3

Broadcast Yourself™

2 YouTube

Figure 8.1 YouTube logo evolution, away from user-generated content, 2005 and 2018.
The tagline, ‘broadcast yourself’, was removed in 2011.

Source: YouTube.com

YouTube is thus also a (competitive) ‘how-to’ site, with videos dedicated to fixing and making things, but
also to preparedness. For example, in ‘how to pack for Rome in September’, clothes and travel items



are laid out and discussed. The arrangement of garments and accessories has elements in common
with ‘what’s in your bag?’, a genre popularized by The Verge magazine, where the contents of one’s bag
are either unfurled (as in ‘haul’ videos showing one’s purchases) or meticulously arrayed and
photographed, not so unlike the haul of a drug or arms bust or even the reconstructed aftermath of a
plane crash, where the retrieved parts are arrayed in a hangar. Like the video and computer game
walkthroughs as well as unboxing videos, the unfurling and the arraying videos are forms of
deconstruction and reconstruction.

How to begin to deconstruct YouTube? (I return to reconstruction below when discussing an approach to
studying YouTube’s video removals or ‘purges’.) More recently, the deconstruction approach has been
applied to platforms more generally, as in the ‘Spotify Teardown’ project (Johansson et al., 2019).
Broadly speaking, deconstruction is a manner of reading or reinterpreting, whereby the text or object
becomes more or different than it appears to be or functions as, through an examination of the
assumptions behind it, or built into it. Platform scholars in the teardown mode have taken apart Spotify,
the music streaming service, producing an alternative history and challenging the assumptions about its
origins, controversially as a system that originally contained pirated music files. They also ‘looked inside’
it by experimenting with its front-end and back-end through scraping, network sniffing and starting a
music label and uploading homespun songs. Each technical intervention both breaks down how the
system works as well as for whom (with how much labour). For example, how do songs become
‘discoverable’ in the system, and what kind of toil is required for new artists to have their songs aired
and liked? Notions such as ‘relational labour’ capture the work done to build and maintain an audience
or fan base (Baym, 2018).

FAVORITES MESSAGES VIDEOS MY.PROFILE:

Username: Password: Log In
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. About Us | Terms of Use | Privacy Policy | Copyright ® 2005 YouTube, LLC™

Figure 8.2 Youtube.com’s (brief) origins as a dating site, 28 April 2005.

Source: Wayback Machine of the Internet Archive, https://web.archive.org/web/20050428014715/www.youtube.com:80/

For YouTube, to begin a deep deconstruction, histories such as by Jean Burgess and Joshua Green
(2018) aid researchers in contrasting how ‘new media’ were promoted to the public by the company and
discussed in internal emails. Owing to the copyright infringement lawsuit brought by Viacom against
YouTube in 2006, the founders’ early pitches to venture capitalists as well as other internal documents
have been made public. In them it becomes clear that the social side of YouTube was emphasized over
the content, or its contribution to ‘participatory culture’, or that the new in new media meant that one-
time consumers would become producers of content in their own right (Jenkins et al., 2005).
Contrariwise, YouTube was originally something of a dating site (see Figures 8.2 and 8.3); ‘broadcasting
yourself’ was a means to attract attention from potential partners. Sharing content (or creating a content
community) would build a user base, who would consume advertising and eventually might subscribe to
(ad-free) ‘premium content’ (which YouTube now offers). Rather than idealistic, YouTube as a business
model was a form of platform capitalism, whereby the ‘intermediary’ or ‘aggregator’ would fill its platform
databases with any and all content (with the exception of violence and pornography) so long as it
quickly grew (‘scaled’) its user base.
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Figure 8.3 ‘Me at the zoo’ by Jawed Karim. First YouTube video upload, 23 April 2005.

Source: https://en.wikipedia.org/wiki/Me_at_the_ zoo

In an essay in the YouTube Reader, Burgess and Green (2009) discuss the users and the evolving
relationships between the commercial and non-commercial, and the professional and the amateur. In
arguing that the commercial and non-commercial should not be seen in opposition to one another, the
authors point out that YouTube grew its user base through both types of content and users.
Professionally made content could be uploaded, and erstwhile amateurs or non-professionals may
become professionals in their own right, raising themselves to the level of YouTubers, or influencers and
micro-celebrities well known in the medium. The relationship between amateur and professional may be
further complicated. Empirical studies at the time showed a shift in uploads from ‘self-generated’ content
to videos of ‘amalgamated’ content that was originally professionally produced (Kruitbosch and Nack,
2008). On YouTube, remix joins prosumption, or consumer-produced content (Bruns, 2009).

STUDYING YOUTUBE COMMERCIALIZATION

Commercialization, symbolically at least, may have begun with the first YouTube commercials. Actual
ten-second spots were aired initially in 2007, though the commercialization of YouTube has a variety of
starting points for its study. Marketing data companies that track user statistics on social media have
metrics for YouTube based on the two most basic statistics: channel subscriptions and video view
counts. YouTube also measures total video ‘watch time’. Those who run channels seek subscribers,
views and watch time. To earn money on YouTube, at the time of writing, a channel owner with 1,000
subscribers and 4000 hours of watch time may join the YouTube Partner Program and sign up for
Google AdSense, whereupon the owner can earn ad revenue from their videos (55% accrues to the
channel owner, and 45% is retained by YouTube). Those with larger numbers are rewarded by YouTube
with business tools that allow the tracking of copyright infringement or video reuse. When reaching the
threshold of 100,000 subscribers (at the time of writing), the channel owner has access to ‘content
match’ systems, which show whether one’s own videos have been re-uploaded by another, and whether
revenue has been earned by another through this ‘freebooting’. (Snippets of 29 seconds or less and
remixed content appear to be fair use for they are not currently ‘matched’.) As mentioned, prior to this
‘native’ commercialization and copyright hunting toolkit, YouTube was the site of a copyright struggle
over ‘migrated’ commercial content, when in 2006 and again in 2013, Viacom sued YouTube for
copyright infringement of SpongeBob SquarePants and other video that appeared on the platform on a
mass scale. The ‘content matching’ tools were originally developed as a result of those cases.
Subsequently, they have been rolled out for premium, native users who also earn money for the
platform.

In reaction to YouTube’s decision to provide business tools to only large channels, the YouTubers Union
was founded, with demands including ‘equal treatment for all’ content creators (see Figure 8.4). For an
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understanding of how the system works (and for whom), it is instructive to read the claims and
demands. There is a YouTube ‘content department’ that takes ‘censoring’ decisions. Bots do some of
the dirty work. Small creators are under-appreciated in the sense that they cannot receive ad revenue;
also, they do not have access to the content matching tools.

NoulubersUnion . an®

Forum | Home | The Spark | Goals | How to help | Rescources | Media = Members List | Ideas

The Spark

Welcome to the official homepage of the YouTubers Union!

We are a community based movement that fights for the rights of YouTube Creators and Users. Our core demands are:

« Monetize everyone - Bring back monetization for smaller channels.

o Disable the bots - At least verified partners have the right to speak to a real person if you plan to remove their channel.

e Transparent content decisions - Open up direct communication between the censors ("content department”) and the Creators.

e Pay for the views - Stop using demonetized channels as "bait" to advertise monetized videos.

e Stop demonetization as a whole - If a video is in line with your rules, allow ads on an even scale.

o Equal treatment for all partners - Stop preferring some creators over others. No more “YouTube Preferred”.

* Pay according to delivered value - Spread out the ad money over all YouTubers based on audience retention, not on ads next to the content.
e Clarify the rules - Bring out clear rules with clear examples about what is OK and what is a No-No.

Everyone is welcome to join - we need you! No matter if you are PewDiePie or just a user.
You don't have to pay any money and you have zero obligations.
You can join us simply be becoming a member of our Facebook group and/or by joining our forum.

United We Stand!

Figure 8.4 Demands by the YouTubers Union.

Source: https://youtubersunion.org, 2018.

Another form of commercialization, rather webbier than platform-native, concerned YouTube video
ideation. Which videos should one make in the first place? Which would attract viewers? Should they be
to broadcast oneself (and one’s pets), as the founders had it, and as vloggers would later perfect,
achieving robust subscriber bases and annual incomes? Are there other ways to seed the platform and
monetize content? Apart from the genres discussed above (and others such as alternative influencers
engaged in ‘blood sports’ mentioned below), video creation and monetization schemes include those
made to match popular search engine queries. In what is termed ‘demand media’ or ‘automated media’,
videos would be made to match popular search queries, and then optimized so that they would be found
on top of the search engine query results (Roth, 2009; Napoli, 2014). A micro-industry (and so-called
digital sweatshops) was born to create cheap videos for searchers, such as ‘how to pack for Rome in
September’, as mentioned above. When coupled with advertising, videos optimized for search engines
could result in high view counts and micro-payments adding up.

YOUTUBE AS USER-GENERATED, COMMERCIAL AND
PROPAGANDA PLATFORM

Judging from its ‘top videos’ as well as the scholarship that has taken YouTube as its object of inquiry,
the study of YouTube could be roughly characterized as beginning with the ‘user-generated content’
period (2005-2011), where questions revolved around both the deleterious ‘cult of the amateur’ and the
mass consumption of poor taste and, conversely, the amateur’s quasi-professionalization through the
producerly use of professional grade equipment (Bird, 2011). Time Magazine's ‘You’ as person of the
year placed YouTube at the centre of the story of the rise of people’s content: ‘It's about the cosmic
compendium of knowledge Wikipedia and the million-channel people’s network YouTube and the online
metropolis MySpace’ (2006). These were the new halcyon days of the web, having recovered from the
dot.com crash just a few years earlier, and buoyed by the coinage of the new term, Web 2.0, or the web
as platform. ‘Participatory culture’, the notion coined by Henry Jenkins and colleagues in 2005,
described how software and online infrastructure (platforms) would enable creative expression and its
sharing with others so it could be valued (2005). This is the rise of media creation and prod usage as an
alternative to consumer culture, or mere spectatorship. Having dropped the tagline ‘broadcast yourself’
from its logo, from at least 2012 YouTube as a platform commercialized further, in the sense that the
‘top’ videos had become less amateur, as in ‘Charlie bit my finger’, and more polished, as in ‘Gangnam
Style’ (see Figure 8.5). Scholarship indeed confirmed such a shift, while pointing out the great trove of
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amateur content (and produser material) still uploaded to the ‘digital wunderkammer’ (Gehl, 2009), and
the complications of maintaining a dichotomy between commercial and non-commercial content, given

the advent of the YouTuber, who builds subscribers, or a ‘fan base’, and generates advertising revenue,
as discussed above.

Figure 8.5 lllustrated rendition of ‘Charlie bit my finger’ video and ‘Gangnam Style’ by
Psy.

Sources: Unknown and Wikipedia, https://en.wikipedia.org/wiki/File:Gangnam_Style_Official_Cover.png

In the most recent period, starting roughly around the US presidential elections of 2016 (but with deeper
historical roots), YouTube has become a site known not only for its genres and rising commercialization
(challenging or overtaking MTV as a premier music video site), but also for darker communities that
consume YouTube content. ISIS propaganda videos, and exhortations by one of its founders, Abu
Musab al-Zargawi, have long been found on YouTube, and remained for years. Indeed, YouTube videos
are a part of the media infrastructure of recruitment, which open intelligence and other researchers have
documented (see Figure 8.6). While the platform made efforts to address the issue in the past, 2016
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proved to be a turning point, as YouTube took steps (see also Figure 8.7). Among the initiatives,
YouTube (with Facebook and Twitter) began sharing ‘fingerprints’ of extremist content in a joint effort to
combat it. At YouTube, advertising controls, warning labels, ‘trusted flaggers’ as well as the ‘redirect
method’ for users searching for extremist content (to counter-narratives) were introduced in 2017, as the
platform engaged in curbing not only violence (as in the past) but also extremism (Counter-extremism
Project, 2018).
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Figure 8.6 Four stills from the YouTube video, ‘You have made me cry, Oh Osama bin
Laden. Paradise is yours, God willing’. Osama bin Laden speaks about the 9/11 martyrs.
Posted 2 May, 2011.

Source: Memri, 2012.

This video has been removed for violating YouTube's

Terms of Service.

Figure 8.7 YouTube take down page (with empty related video template) for the Osama
bin Laden video in Figure 8.6.

Source: www.YouTube.com/watch?v=8TLHtE-zalY
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RECONSTRUCTING YOUTUBE'S VIDEO REMOVAL

In an effort to describe the extent of YouTube’s removal or ‘purging’ of extreme content after a YouTube
content removal policy was announced, researchers culled a list of extreme videos from 4chan in a
thread, the ‘most extreme one they could find’, dedicated to ‘National Socialism general’ (OlLab, 2019).
They loaded them in YouTube on the day the policy change was announced and then on the day after.
The result, depicted in ‘before-and-after’ image walls, shows the extent of the video deletion of videos
‘promoting or glorifying racism and discrimination’ as well as the remains (OlLab, 2019).
Methodologically, it is an example of studying one platform (YouTube) with the aid of another (4chan),
also known as ‘platform perspectivism’. More conceptually, it is also a reconstruction of removal as well
as an investigation into what remains, or what is not considered extreme enough to be removed. In
reconstructing removal (so to speak) the researchers used the few clues available to them (YouTube
error messages and the timing of the removals) to conclude that the removals were likely automated, for
they were largely of entire channels (rather than single videos) performed in a single sweep and
included the channel of an official Dutch archive with WWII footage.

YOUTUBE DECONSTRUCTION TECHNIQUES

While not as extensive as the Spotify teardown methods of scraping, sniffing network data, and
becoming an artist and populating the service with one’s own songs, the experimental deconstruction of
YouTube could entail the use of some digital methods described below, which aid gaining an insight into
YouTube’s workings. These approaches to studying YouTube as media (e.qg., platform
recommendations) are complemented by ones that employ YouTube data for insights into societal and
cultural conditions. That is, one may also repurpose YouTube to undertake research into not just how
but for whom the platform works (e.qg., political operatives or platform performers, more generally). The
approaches relate to three modes of accessing YouTube: watching videos (and receiving
recommendations for what's ‘up next’), querying the search engine (and receiving ranked returns) and
subscribing to channels (and receiving recommendations for ‘related channels’).

When watching YouTube, and studying it as a media platform, one may ask, which videos arrive next in
the carousel? Do they remain on-topic, or even ever come to an end? Do they tend to be more popular
(higher view counts), newer (fresher), more niched (thus privileging discoverability) or some
combination?

In the second mode, querying, one can inquire not only into how the platform ranks, but the
consequences of such rankings or source hierarchies per subject matter returned. Which videos have
the privilege to arrive at the top for viewers of videos concerning the Syrian War? Are there news
channels or perhaps micro-celebrities returned as ‘authorities’? Here one captures the top results of
multiple queries (on one date) or those of a single query (over time). Are these results relatively
consistent over time (Rieder et al., 2018)? Do particular sources persist at the top? Are there voices or
points of view that dominate (at certain times)?

The third mode of watching (and eventually tearing down the system) is through channel subscriptions
and their linkages. Channels may subscribe to other channels, thereby linking them to each other. They
also may feature each other (see Figure 8.8). These linkages may be made into an object of study for
relational, substantive mapping, locating pockets of thematic distinctiveness and their proximity to
others. How far away are game walkthroughs from gamergate, and how far is that from the alt-right? Do
they overlap?

Rather than a network approach, one also may retrieve the data from an individual channel, inquiring
into the ‘permanent updating’ culture, and the regularity or rapidity in which one posts content. For
health vioggers or others with a particular condition, one may follow the changes in vlogging patterns
together with view counts as well as comments (Sanchez-Querubin et al., 2018).

With the above related techniques, larger questions and concerns may be addressed not only about the
effects of recommender systems but the reach of ‘algorithmic governmentality’ (Rouvroy and Berns,
2013), which are platform exercises of power and order. Such a point of departure could be combined
with the study of the platform as ‘potential memory’ (Bowker, 2005) or ‘active memory’ (Chun, 2008).
That is, at one time it picks out of its video storage particular items, but at another time could assemble
a fresh set, refreshing memory of events and changing the order of things.
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Figure 8.8 Alt-right subscription and feature networks.

Source: Alt-Right Open Intelligence Initiative, 2017.

Project

‘Tear down’ YouTube’s related videos, ranking culture, or

channel and feature networks

RESEARCH GOAL To map and interpret YouTube’s recommendations (related videos, ranked

engine results and channel networks).

1. A network mapping of YouTube’s related videos based on co-commenting.

a. Query design. First, choose one or more discrete terms. These may be unambiguous

(or specified) queri/es, or alternatively, underspecified ones. Unambiguous queries
(e.g., Donald Trump) would return video content associated with the former president,
whereas underspecified queries (e.g., firearms) would return video content related to
guns, but not a position on them (gun control or second amendment, in the US context).
Alternatively, choose a single video to show what'’s related, or pair of videos for a
comparison of the sets of videos related to them. One also may make a list of videos as
starting points, or a pair of lists for comparison.

. Analytical procedure. Using the YouTube data tools, video network module, either enter
the term or terms for which one is querying, outputting results ranked according to
‘relevance’ (default), or enter one or more YouTube video IDs, which is the
alphanumeric set of characters in the YouTube URL, where for
www.youtube.com/watch?v=XMzyglISH9s, the ID is XMzyglISH9s.

. Visual output. Visualize results using Gephi.

. Interpretation of results. Identify and describe clusters using the visual network analysis
approach (see Table 8.1), where one concentrates in the first instance on an analysis of
the whole network (or panorama), identifying and labelling clusters (the camps) and
holes, together with their sizes and densities.

Table 8.1 Network story-telling routines (often utilized for Gephi-related work)


http://www.youtube.com/watch?v=XMzygllSH9s

Table 8.1

Network story-telling routines (often utilized for Gephi-related work)

Entire network — panorama

the groups or themes (clusters and holes)

their (im)balance (size and density)

Single nodes (with specific positioning)
authorities and hubs (centrality)

bridges and brokers (betweenness)

Routes (linked node chains)

grand tour (diameter/perimeter) — ‘Eulerian walk’

short cuts (shortest paths)

Source: Adapted from Venturini et al., 2017.

1 | Entire network — panorama

(a) | the groups or themes (clusters and holes)

(b) | their (im)balance (size and density)

2 Single nodes (with specific positioning)

(a) authorities and hubs (centrality)

(b) | bridges and brokers (betweenness)

3 | Routes (linked node chains)

(a)  grand tour (diameter/perimeter) — ‘Eulerian walk’

(b) | short cuts (shortest paths)

Source: Adapted from Venturini et al., 2017.

2 An analysis of YouTube’s ranking culture through the study of its search engine results.

a. Query design. First, choose one or more discrete terms. These may be unambiguous

(or specified) queries, or alternatively, underspecified ones. Unambiguous queries (e.g.,
Donald Trump) would return video content associated with the former president,
whereas underspecified queries (e.g., firearms) would return video content related to
guns, but not a position on them (gun control or second amendment, in the US context).

. Analytical procedure. Using the YouTube data tools, video co-commenting network

module, query the term or terms, outputting results ranked according to ‘relevance’. For
the over-time analysis (as in Rieder et al., 2018), choose a timeframe and output ranked
video list for each day in the timeframe. It will enable a comparison of top videos over
time. Optionally, consider an exercise in cultural comparison by comparing outputs of
multiple Google region searches. One enters region codes for each search of the same
keywords (or translated keywords). (One may choose a timeframe, but not the videos
published each day, so it is a comparison of top videos per country rather than top
videos per day.)



c. Visualize results using the Rankflow tool (see Figure 8.9).

d. Interpretation of results. Identify and describe changes or differences in the top results
either over time or at one time across queries (and/or, optionally, Google regions).

Figure 8.9 Rankflow visualization.

Source: Rieder et al., 2018.

3 An analysis of channel and/or feature networks on YouTube.
a. Query design. Choose one or more channels. These may be micro-celebrities,
influencers, political operatives or actors in a social movement, among other types.
Alternatively, you may search for a channel.

b. Analytical procedure. Using the YouTube data tools’ channel network module, enter one
or more channel IDs. If searching, output results ranked according to ‘relevance’.

c. Interpretation of results. Identify and describe clusters using the visual network analysis
approach (see Table 8.1), where one concentrates in the first instance an analysis of

the whole network (or panorama), identifying clusters and holes (the camps), together
with their sizes and densities.

Resources

YouTube Data Tools, https://tools.digitalmethods.net/netvizz/youtube/

YouTube Data Tools worksheet, https://bit.ly/youtube-data-tools-how-to

Gephi, https://gephi.org/

Rankflow, http://labs.polsys.net/tools/rankflow/

Raw graphs, https://rawgraphs.io/

Video tutorials on the use of YouTube Data Tools, www.youtube.com/watch?
v=sbErTW2MzCY (original) and www.youtube.com/watch?v=TmFAmWZYnbk (updated)
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https://gephi.org/
http://labs.polsys.net/tools/rankflow/
https://rawgraphs.io/
http://www.youtube.com/watch?v=sbErTW2MzCY
http://www.youtube.com/watch?v=TmF4mWZYnbk

NINE PLATFORM AND FACEBOOK
STUDIES: IDENTIFYING ENGAGING
CONTENT

When fake news becomes the most engaged- with content
on Facebook

THE ‘PLATFORM’

‘Platform studies’ could be said to inquire into the (research) uses of a
certain class of online software, exemplified by X/Twitter, Facebook,
Instagram, YouTube and others. Platforms, roughly, are online services
that host and deliver user-created content, or, in Tarleton Gillespie’s
(2010: 350) terms, are ‘content-hosting intermediaries’. In introducing
platform studies, Gillespie relates why it is worthwhile to study the
evolution of the usage of the term ‘platform’, together with its
understanding, by both social media companies and users. Initially, the
platform could be understood as a software code base that roots an
ecosystem of products, such as Apple’s OS, Microsoft Windows and
Google Android. The ‘computing platform’ article in Wikipedia defines it
as ‘simply... a place to launch software’ (Wikipedia Contributors, 2014).
The term’s deployment by social media companies also may be
attributed to its other meanings and connotations. A platform is a raised
plateau or surface where people may stand or things may be placed,;
the political platform derives from this first dictionary meaning — a stage
where politicians would stand — and is also a manifesto or set of
positions of a political party, known, too, as a plank, which refers to the
wooden boards from which the stage is built. Platforms, then, provide
an opportunity to launch one’s ideas, and dress up and present oneself.
Especially in his follow-up blog posting on the same theme, Gillespie
(2017) notes that the definition that emphasizes software is no longer
au courant. The platform has become a space where users can have
their say, build fan bases, and settle into niches of interest to
advertisers. Even more importantly for the business side, the term also
connotes a mere channel, like a telephone line, where people speak
freely without editorial interference. “Platform” suggests an impartial



between-ness’ (Gillespie, 2017). If they are only conduits rather than
publishers, platforms are not considered (mass) media companies, and
thus their content would not be regulated under laws that protect the
public interest, such as striving for diversity of viewpoint and preventing
concentration of power in single sources, situations enjoyed by such
market leaders as Google (for search), Facebook (for social) and
Instagram (photo-sharing). Following Latour (2005b), platforms could be
called ‘mediators’ (rather than intermediaries), for they transform the
material the user enters rather than merely transmitting it (Grusin,
2015).

WALLED GARDEN AND
PLATFORMIZATION CRITIQUES

For both enclosed content spaces and proprietary software
environments, however, platform connotes ‘walled garden’, where
access, publishing and content rights are limited (Dekker and
Wolfsberger, 2009). Critiques of walled gardens follow from the
constraints put on users, developers as well as researchers.
Facebook’s content is described as ‘trapped’ behind password (and
privacy) protections and unable to be directly linked to, crawled,
archived or indexed (McCown and Nelson, 2009). Log in to continue, or
create an account, as Facebook’s interface reads, when a user is
unregistered or logged out, and wishes to browse the content. Until
recently, users tired of Facebook could only deactivate rather than
delete their accounts, which led Dutch artists to create the so-called
‘Web 2.0 Suicide Machine’ that provided an automated means to
witness the slow deletion of one’s Facebook-led social life (Langelaar,
2012). (Facebook threatened legal action until the artists removed the
little Facebook Connect ‘f’, or social button, from the Machine’s
interface.) Since then Facebook has made account deletion and the
capacity ‘to be forgotten’ more manageable.

It has been argued that Facebook not only encircles or walls in its
users, their friends and the content they produce. In a double logic,
Facebook also makes the open web ‘platform- ready’ (Helmond, 2016).
Logging into a website via Facebook places web users into Facebook’s
database. In doing so it allows the social media company to track users
and ultimately categorize them for advertisers (see Eigure 9.1). In all,
‘platformization’ is a data capturing ploy that strives to integrate the web
into Facebook and vice versa. Much like Googlization was once used,
platformization also could be applied to how the web is being



transformed by social media (Vaidhyanathan, 2011; Thielmann et al.,
2012).

Unlike mere channels or conduits, platforms are involved in decisions
about publishing, and there are human editors taking decisions about
content fitness. Facebook has (outsourced) low-wage content
moderators and volunteer fact-checkers (Riesewieck and Block, 2018).
Overexposure to online vitriol and indecent content led a Berlin-based
company that cleans Facebook content to issue a statement that it has
appropriate mental health services in place for its employees to turn to
(Krause and Grassegger, 2016). Google once had students look over
search engine results, via http://eval.google.com, to see whether they
seem to make sense (Van Ess, 2005). X/Twitter has a ‘trust and safety
team, looking out for abusive trolls.

Description

Figure 9.1 ‘Taxonomy of humans according to Twitter’.
Source: Lavigne, 2017.

Other platforms control content, too. Apps made by developers to be
sold in the App Store are vetted by Apple. Politically and socially
charged apps may be kept from the store; an app game where the user
could throw a shoe at the then US President George W. Bush was
banned, as was one to bounce President Obama up and down in the


http://eval.google.com/

Oval Office so as to pop balloons on the ceiling. ‘Me so holy’, where
one may paste a selfie onto a Jesus-like figure (or other holy men), was
pulled. A drug-peddling game (selling heroin and other substances
across New York City) was kept from reaching users. Perhaps most
famously, ‘I am rich’, which sold for a day for the maximum iTunes store
price of US $999.99, was also banned. An artwork, it was described as
having the sole purpose of demonstrating one’s wealth by holding up
the phone and showing onlookers a shimmering bauble (see Figure
9.2). They are intended to be humorous. But the theme that runs
through the withdrawal decisions is presumed offensiveness, where
Apple decides the fitness of the app for public consumption. (The ‘I am
rich’ work by a German artist was seemingly construed as a scam.)

The ‘walled garden’ was originally put forward as a term for hardware,
where without a common standard one would be locked into using only
one company’s products (Arthur, 1989; Pon et al., 2014). It also applies
to interlocking hardware and software ecologies. As a case in point,
IPhones need ‘jail-breaking’ to run unapproved apps, including a series
of operating system ‘tweaks’ that allow custom modding, such as
removing bloatware (unneeded software that comes pre-installed with
phones) or installing home screens with enhanced functionality such as
weather tracking.



Figure 9.2 ‘I am rich’, $999.99 iPhone app by Armin
Heinrich, August 2008.

PLATFORMS AND RESEARCH
RESTRICTIONS

More to the point here is critique of walled gardens with respect to
researcher use of platform data (Lomborg and Bechmann, 2014). Over



the past decade or so, platforms have ‘updated’ their terms of service to
disallow more and more data on them being scraped, stored,
redistributed or repurposed. Since a brief attempt at a web search API
(or data access point in 2010), Google has not allowed its search
engine to be queried outside of its search bar, its search engine results
stored or derivative works made of them. Facebook’s terms of service
(and its API) were once more open, too. It allowed one to study one’s
own friends, and their friends, making the social networking platform a
site for ‘tastes and ties’ research; a researcher could delve into whether
friends have similar profile preferences, for example, making them into
cligues, a question sometimes put by social network analysis. Access to
such data was shut down with Facebook’s 2.0 version of its API (in
2015), whereupon only pages (and groups) could be studied, not
friends and profile information, or their actions such as likes, shares,
comments, shared comments and later reactions (Hogan, 2014; Rieder,
2015a).

Instagram shuttered its data interface for researchers (in 2016) and had
those who had built tools upon it ‘reapply’ for access, often without
success (Rieder, 2016). The ability to query for hashtags as well as
geo-coordinates (for ‘selfie city’ research, for example, or hashtag
publics) was thereby thwarted (Bruns and Burgess, 2015; Tifentale and
Manovich, 2015). Unauthorized workarounds or enlisting the services of
a media monitoring company would be some means to regain
researcher access, as discussed below.

In the wake of the Cambridge Analytica scandal, where university
researchers harvested Facebook profile data for the purposes of
performing a psyops campaign, Facebook also had researchers reapply
for access to its Pages API (Bruns et al., 2018; Rogers, 2018c). Access
was not granted, leaving users of the data extraction software
applications (such as Netvizz and Netlytic) in limbo (Rieder, 2018).

‘FAKE NEWS’ ON FACEBOOK

Facebook, with its mass user base of 2 billion monthly users (including
200 million in the USA), has been implicated in ideologically polarizing
its users, abetting the preparation and circulation of so-called fake news
(especially right-wing content), and allowing a Russian influence
campaign to take place on its platform in the run-up to the US
presidential elections (Broderick, 2016; Statistica, 2017). It also has
been found to boost content that stirs emotion, such as posts that
receive ‘angry’ reactions.



Where polarization is concerned, the creation and amplification of filter
bubbles has had the effect of drawing users towards the increased
consumption of (ideologically) similar content, some of which is of
guestionable provenance (Pariser, 2011a). In its ‘Blue feed, red feed’,
the Wall Street Journal famously demonstrates the types of sources
one would likely encounter on Facebook, given a particular political
persuasion (Keegan, 2016). One’s bent is gleaned from one’s profile
and other activity, and also offered to advertisers.

g A IN'MYCOUNTRY I AM FORCED
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Figure 9.3 Meme (image macro) by Right Wing News.
Highly ranked photo, with counter-jihadist sentiment.

Source: Right Wing News, September 2017.
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Figure 9.4 Freedom Daily’s news item, construed as
misleading and false in Buzzfeed analysis (Silverman,
2016).

Source: Freedom Daily, 23 September 2016.

Where fake news circulation is concerned, the top sites in the feeds (by
fan count) are often partisan rather than mainstream news, and many
could be construed as ‘hyperpartisan’ sources, a term referring to



‘openly ideological web operations’ (Herrman, 2016) (see Eigure 9.3).
The initial ‘fake news’ crisis (Silverman, 2016) had to do with fly-by-
night, imposter, conspiracy as well as hyperpartisan news sources
outperforming mainstream news on Facebook in the run up to the 2016
US presidential elections. In a sense it was both a critique of Facebook
as ‘hyperpartisan political-media machine’ (Herrman, 2016) but also
that of the quality of a media landscape witnessing a precipitous rise in
the consumption and sharing of ‘alternative right’ news and cultural
commentary (Benkler et al., 2017; Holt et al., 2019). As a case in point,
Freedom Daily, the most inaccurate according to the analysis, garnered
the greatest engagement (sum of reactions, shares and comments),
with stories such as the then President Obama calling for a world
government during his final speech at the UN (see Eigure 9.4). The
greater the user engagement, the higher these stories are positioned on
the news feed (Silverman, 2016). Accordingly, engagement-driven news
feeds, together with their use, have pushed the most misleading stories
to the top.

The events of the first crisis have been overtaken by a second one
where politicians such as President Trump in the US and elsewhere
employ the same term for certain media organizations in order to
undermine their credibility. Against the backdrop of that politicization as
well as rhetorical tactic, scholars have demurred using the term ‘fake
news’ and instead offered ‘junk news’, ‘problematic information’, ‘false
news’ and others (Vosoughi et al., 2018). Some definitions are roomier,
and others stricter in their source classification schemes. Subsumed
under the original ‘fake news’ definition are imposter news, conspiracy
sources and hyperpartisan (or ‘overly ideological web operations’)
(Herrman, 2016), and the newer term ‘junk news’ covers the same
types of sources but adds the connotation of attractively packaged junk
food that when consumed could be considered unhealthy (Howard,
2020; Venturini, 2019). It also includes two web-native source types.
‘Clickbait’ captures how the manner in which it is packaged or formatted
lures one into consumption, and ‘computational propaganda’ refers to
dubious news circulation by bot and troll-like means, artificially
amplifying its symbolic power. Problematic information is even roomier,
as it expands its field of vision beyond news to cultural commentary and
satire (Jack, 2017). Stricter definitions such as ‘false news’ would
encompass imposter and conspiracy but are less apt to include
hyperpartisan news and cultural commentary, discussing those sources
as ‘misleading’ rather than as ‘fake’ or ‘junk’ (Kist and Zantingh, 2017).
Rather than an either/or proposition, ‘fake news’ could be understood
as a Venn diagram or matryoshka dolls with problematic information
encompassing junk news, junk news fake news, and fake news false
news (Wardle, 2017).



Depending on the definition, the scale of the problem changes as does
the range of means to address it. With ‘false news’, it grows smaller,
and fact-checking again would be a profession to which to turn for
background research into the story and the source. Fact-checking has
been critiqued in this context because of the enormity of the task and
the speed with which the lean workforces must operate. Facebook for
one employs the term ‘false news’ and has striven to work with fact-
checking bodies, though its overall approach is multi- faceted and relies
more on (outsourced) content reviewers (Roberts, 2016; Gillespie,
2018). Other qualitative approaches such as media literacy and bias
labelling are also manual undertakings, with adjudicators sifting through
stories and sources one by one. When the problem is scaled down,
these too become viable.

Roomier definitions make the problem larger and result in findings such
as the most well-known ‘fake news’ story of 2016. ‘Pope Francis shocks
world, endorses Donald Trump for President’ began as satire and was
later circulated on a hyperpartisan, fly-by-night site (Ending the Fed). It
garnered higher engagement rates on Facebook than more serious
articles in the mainstream news. When such stories are counted as
‘fake’, ‘junk’ or ‘problematic’, and the scale increases, industrial-style
custodial action may be preferred such as mass contention moderation
as well as crowd-sourced and automated flagging, followed by platform
escalation procedures and outcomes such as suspending or
deplatforming stories, videos and sources.

As more content is taken down as a result of roomy source
classification schemes, debates about freedom of choice may become
more vociferous rather than less. It recalls the junk food debate, and in
this regard, Zygmunt Bauman (2013) stressed how we as homo eligens
or ‘choosing animals’ are wont to resist such restrictions, be it in opting
for ‘hyperprocessed’ food or hyperpartisan news and cultural
commentary. Labelling hyperpartisan news as ‘fake’ or ‘junk’, moreover,
may lead to greater political backlash, as witnessed in the Netherlands
where the publication of such a determination drew the ire of the leader
of a conservative political party, who has targeted the mainstream news
with the neologism, ‘junk fake news’ (Rogers and Niederer, 2020; Van
Den Berg, 2019).
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Description

Figure 9.5 Shares and interactions scores of select
Russian propaganda pages on Facebook.

Source: Albright, 2017.

THE ‘INFLUENCE CAMPAIGN’ AND ‘MEME
WAR’

Around the same time, Facebook unwittingly facilitated a Russian
influence campaign, which made use of analytics to hone the message.
The campaigning was effective. According to the data journalism work
by Albright (Timberg and Dwoskin, 2016), the then known Russian IRA
disinformation Facebook Pages were ‘shared 340 million times’ (see
Eigure 9.5), although Facebook-furnished data reduced this figure
(Howard et al., 2019). These Facebook pages, impersonating activist
groups with such names as Blacktivists, United Muslims of America,
Being Patriotic, Heart of Texas, Secured Borders and LGBT United,
specialized in memes (see Figure 9.6).
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Figure 9.6 Meme by Secured Borders, an activist
organization with a Facebook page run by a Russian ‘troll
army’.

Source: Kovalev, 2017.



There are at least four official reconstructions of the Russian IRA
influence operation in social media during the campaigning prior to the
US presidential elections of 2016 (DiResta et al., 2019; Howard et al.,
2019; Mueller, 2019; US Senate, 2020). Having received data from the
social media companies (that otherwise is not publicly available), each
details the computational propaganda campaigning, including the
strategy of fomenting divisiveness, together with criticizing Hillary
Clinton and supporting Donald Trump as well as Bernie Sanders, all
presidential candidates at the time (Mueller, 2019). They also have long
lists of tactics to meet their strategic goals such as organizing both
‘sides’ of a protest in Houston, Texas in May 2016, where people
unwittingly supporting the ‘United Muslims of America’ fictitious group
showed up at the same time as those from another, the ‘Heart of Texas'.

The campaign is described as employing dozens of ‘specialists’,
working out of an office building in St. Petersburg, Russia, meeting
content quotas, specializing in particular topics, copy and pasting from
media stories, and posting in acceptable English (Chen, 2015). Much of
it was manufactured from found content online (photos, news, ads,
artwork), memeified on generators (with two-liners) and branded with a
logo often in the form of a slogan (e.g., Stop All Invaders, which was the
second-best performing ‘activist group’ after Being Patriotic). Logos also
evolved over time, keeping campaigns fresh.

Operating like a digital marketing agency or analytics-driven newsroom
(Tandoc, 2019), they also monitored the success or resonance of their
social media activity and acted upon that knowledge. Those posts that
performed well according to the analytics would be reused. The same
can be said for certain images as well as slogans. The analytics-driven
approach, akin to early Buzzfeed’s or Upworthy’s philosophy of
spreadability, seeks to find what ‘stirs virality’ and tailors content
accordingly. The operatives amplified the content organically and
through bots or other means.

To gain a sense of the quantity of memes deployed in the campaign,
from 2015 until deactivated in mid-2017, on Facebook its 81 pages
posted 67,502 times, and on Instagram there were 116,205 posts from
133 accounts (Howard et al., 2019). According to one report, there were
over 100,000 pieces of visual content deployed (DiResta et al., 2019).
Certain of the research reports use the term ‘memetic warfare’ to
describe the campaign (DiResta et al., 2019). Another term that
captures how ordinary users amplify the tactical memeing is ‘memetic
participation’ (Miltner, 2018). Here the memes are evaluated for their
effectiveness in a variety of senses. From the ‘memetic warfare’
standpoint, effectiveness lies in their ‘propagation, persistence, and



impact’ (DiResta et al., 2019). Reach, retention and engagement, in the
language of marketing, would be a similar way of phrasing it. ‘Memetic
participation’ emphasizes the collaborative nature of meme-making, for
memes are not only broadcasted, they are added to by the creators but
also by their users.

When examining the examples of visual content across the reports,
most of it would be considered memes, or more specifically image
macros, mostly two-liners, some one-liners, and even longer blog-like
posts next to an image macro. Moreover, memes were the most
engaged-with content overall and per ‘activist group’ (Facebook page /
Instagram account), at least as far as the reports show. These memes
are datafied with analytics behind them. They are made to engage,
endure and propagate (‘memetic warfare’), but also for others to join in,
be it in meme-making, the causes they espouse or the protests they
organize (‘memetic participation’).

Therefore, the study of memes as analytics-driven campaign media
emphasizes their performance, rather than their aesthetic fit as native
internet phenomena or their standardization as image macros, though
they benefit from the latter. It also does not foreground memeing as
pranking for the lulz, as on 4chan, but it could be seen somewhat
analogously as ‘cultural hacking’ (Confessore and Wakabayashi, 2017).



ADVERTISING ON FACEBOOK AND
PREFERENTIAL CONTENT

Part of the influence campaign took place through advertising on
Facebook. When one wishes to advertise on Facebook, one types a
keyword (e.g., immigration) and receives an audience size (about 34
million for that particular term at the time of writing), upon which one
decides to make a buy for that audience. Facebook has tens of
thousands of interest or demographic categories for advertisers to
search through; when choosing a category there are suggestions of
adding other related ones, increasing audience size. An investigation by
reporters in ProPublica’s ‘machine bias’ series describes how Facebook
advertising may be used to target particular groups in the culture war:

[W]e logged into Facebook’s automated ad system to see if
‘Jew hater’ was really an ad category. We found it but
discovered that the category — with only 2,274 people in it —
was too small for Facebook to allow us to buy an ad pegged
only to Jew haters. Facebook’s automated system suggested
‘Second Amendment’ as an additional category that would
boost our audience size to 119,000 people, presumably
because its system had correlated gun enthusiasts with anti-
Semites. (Angwin et al., 2017)

Another analyst argues that the influence campaign not only supported
a particular candidate (Trump) by using Facebook pages with wedge
iIssue memes and targeted ad buys, but also by supplying US media
with compromising materials on Hillary Clinton (the leaked emails),
thereby successfully exporting Russian-style kompromat. Facebook
(not to mention the web) allowed an opening into the US media system,
once ‘separate’ from Russia’s and its narratives, it is argued (Oates,
2017). Regarding the separation of media systems, in the 1990s
‘cyberspace’ once was thought to collapse them, but since the routine
implementation of geolocation in the 2000s by web and platform
services there are also geographical and linguistic lines drawn online.
Even though it has country subdomains, Facebook, among other social
media sites, arguably reglobalizes the web, or at least enables multiple
languages and geographies in one space.

Among the revelations in the internal Facebook documents furnished by
the Facebook whistleblower, Frances Haugen, is how Facebook



calculates preferential content (Hagey and Horwitz, 2021). It applies a
scoring system to posts and boosts those with higher scores in its news
feed. In the Facebook parlance, it is called ‘downstream MSI’, or
meaningful social interaction that will drive more interaction. In the
calculation, ‘likes’ receive 1 point, ‘shares’ and other reactions receive 5
points, comments and reshares 15 points and significant comments or
reshares 30 points. (‘Significant’ ones have longer threads.) The
Facebook files, a series of articles by The Wall Street Journal, reported
that Facebook would boost content that provokes vexation or has users
arguing. Such content is also referred to as ‘angertainment’. (A student
of mine called the Facebook feed an ‘angerithm’.) It was effective,
downstream, in that overall engagement on the platform increased.
Haugen, in testimony, said Facebook would turn off downstream MSI
prior to elections and turn it on again thereatfter.

STUDYING ‘MEMEIFICATION’

In the examination of meme campaigning, discussed above,
researchers employed analytical software to cluster visually similar
Images to understand ‘memetic tactics’ (DiResta et al., 2019). They
made at least two kinds of findings. Having grouped the images by
visual similarity, they noticed that the same image was reused across
platforms, indicating, in their analytics approach, that since it performed
well on one platform, it was subsequently introduced onto another. They
also found that the same image was reused on multiple occasions,
albeit with different two- and one-liners, suggesting that the image was
effective, but various messaging strategies were tested.

Visual similarity analysis will group the same images as well as what
Steyerl (2009) has called their ‘poor image’ counterparts, meaning
those that have been cropped or otherwise downsampled as well as
those which have been given another caption. The most successful
memes (out of a large meme collection such as the Russian IRA
influence campaign) are those quantities with the same image and text,
followed by those with the same image and different text. Thus, meme
Impact analysis becomes a matter of visual cluster inspection.

One may also locate the extent to which one or more memes are
among the dominant visual content in sets of images and at the same
time seek out the ‘failed images’, or those memes that do not meet the
standards of what is expected (Van Alphen, 2018). While having
multiple analytical features, PicArrange (as well as ImageSorter and



others) group images by formal property, where those with the same or
similar hues are clustered.

Computer vision software (such as Google Vision) takes advantage of
various web or text entities (such as alt text or alt image tags) and
labels and groups them more substantively rather than by image
similarity only. That is, while the visual similarity analysis favours the
image, the web entity approach privileges associated text. Here, with a
large collection of images queried for keywords, one would investigate
which themes are well memeified, and which less so. Are the memeified
iIssues expressed in a particular tone, such as jokey and/or divisive?

For the techniques that favour the image, visually similar arrangements
enable the study of the ‘intactness’ of memes as they are remixed and
circulated (Knobel and Lankshear, 2007). Indeed, it is the modification
of the original that is of interest when studying how new contributions
add to the meme. Here visual analysis makes perhaps its finest
contribution to meme research for it can identify ‘additive content’ as
visually similar collections.

There are also meme-inspectors (Chao, 2021), or analytical software
applications that identify image macros among a set of images. After
inspecting the extent to which a visual media space is or is not
populated by memes (‘memeified’), the researcher can extract all the
memes and then group them anew to study the most successful memes
as well as intactness at the same time.

With vision techniques, memes become collections of single pieces of
image content that have been reused and/or recaptioned. They tend to
be image macros, for meme inspection software is usually trained to
locate those.



FACEBOOK ENGAGEMENT STUDIES

How is Facebook engagement conventionally measured and studied?
Whether on CrowdTangle, Meta’s social media monitoring dashboard,
BuzzSumo, the content marketing platform, or another data access
point, engagement is the sum of reactions, shares and comments. One
can query Facebook data dashboards for keywords, e.g., Covid-19, the
global pandemic. CrowdTangle, for one, returns posts containing the
keywords, while BuzzSumo returns web URLs. Both are ranked by
interactions, or engagement. With the results from the query,
researchers can study the extent to which the posts or the web URLs
(on Facebook posts) are suffused with conspiracy theory or other
misinformation, thereby studying the so-called ‘infodemic’ and at the
same time the efficacy of the platform’s content moderation efforts.

One can also build a list of Facebook Pages (e.g., the Somali diaspora)
and study the engagement of posts per page as well as across all
pages. It is a technique that allows one to study what animates groups,
such as in the Somali diaspora case homeland or host land matters
(Kok and Rogers, 2017). One can consider giving greater weight to
certain types of interaction, with (at least according to Facebook)
comments being the most significant, followed by shares and reactions
other than likes. Here one can note which posts anger a community, for
example.

Engagement studies are analytics-driven. They ask to which extent
certain content and content formats (as memes) ‘work’ well in digital
culture, compared (for example) to iconic images that have worked well
in print and other media. They ask at the same time which content and
formats are most engaged with on the platform and across platforms by
certain groups of users? Does the same content work as well on
Facebook as on Instagram? Do the same formats stir groups of users,
or communities, on a particular platform and across multiple ones?

Engagement studies also show which content and formats have been
amplified by the platform, though the disentanglement of user-driven
and platform-driven engagement is not often studied. Rather, the
difficulty in measuring ‘platform effects’ is employed as a critique of the
reliance on engagement when considering group animation. Social
media metrics are not measuring user behaviour in the wild. Rather,
they could be said to show analytics-driven user behaviour, where
content is optimized by producers as well as the platform for
engagement.



As discussed above, there is a format, the meme, that has been found
to drive engagement, and thus could be construed as analytics-driven.
Limor Shifman, author of an essential guide to memes in digital culture,
has written, ‘almost every major public event sprouts a stream of
memes’ (2013: 4). She also argues that memes and digital culture
appear to be a ‘marriage made in heaven’ (2013: 5). Do memes tend to
‘work’ in digital culture better than other media (content) formats? Can
Facebook be explored as meme machine, where memes work so well
that they collectively dominate an account of the event? Have they
supplanted the ‘iconic’ image of mass media as a dominant media
format of an event? Could iconicity on new media, or on platforms, be
thought of in terms of the extent to which users contribute to a meme
and build a meme collection?

Shifman also has empirically examined memetic content (in her case,
YouTube videos), and found common features: ordinary people, flawed
masculinity, humour, simplicity, repetitiveness and whimsical content.
On Facebook memes are often image macros, from meme generators,
which are images with overlaid text, typically a two-liner above and
below the image, opening and closing a thought. They contribute to the
ongoing story of an event, campaign, movement or another content
cloud in the making. Memes, as ‘contributive content’, also may provide
ongoing ‘additive comprehension’. How would one describe the
unfolding of a meme as a collection of content building over time? How
would one describe how memes fill in or add to a specific or competing
comprehensions of events, campaigns, movements, etc.?

The idea of Facebook as meme machine rests on the spreadability of
image macros and other meme formats on the platform. As has been
found, memes are the most engaged-with content on particular pages,
such as Breitbart News (see Eigure 9.7). Hyperpartisan pages regularly
deploy memes, too, as a format of communication of standpoints.
Media organizations memefy the news by placing captions on news
images.



REMEMBER THAT TIME
REPUBLICANS RIOTED,

BEAT INNOCENT DEMOCRATIC VOTERS,

DESTROYED PROPERTY,
AND TORCHED AMERICAN FLAGS?

ME NEITHER.

Figure 9.7 Most shared content from Breitbart Facebook
page, 2016.

Source: Renner, 2017.

One may capture most engaged-with content on one or more Facebook
pages, and study the extent to which they are memes, thereby testing
the claim of their (analytics-driven) dominance. CrowdTangle also has a
‘meme search’, which through a keyword query enables one to build a



collection of images overlaid with text. The search function allows for
searching post text or image text. Searching for post text allows one to
build a topical collection; image text searches are useful for phrasal
meme research, e.g., Make America Great Again, the slogan employed
by Trump supporters.

Project



Analyse the ‘most engaged-with
content’ of a set of Facebook pages

RESEARCH GOAL To determine the content that most animates
a movement, group or community.

One may examine networks, movements, followers,
sympathizers, supporters and other loosely organized collections
of publics in Facebook, and inquire into the content that engages
them. The study of engagement (or interactions) concerns a
combination of rating (like), reading (comment) and circulating
(share). In that sense, it is a rather comprehensive measure,
though it is driven by a combination of platform and producer
content optimization together with user preference.

Specifically, what type of content (and which types of formats) is
most engaged with (or ‘interacted with’)? Is it predominantly
‘angry’ content? Are the formats predominantly memes? To what
extent is Facebook an ‘angertainment’ machine?

The assignment is to examine related Facebook pages, inquire
into the content and formats that engage, together with their
significance for the study of the platform as well as the group.

Alternatively, one may create two sets of Facebook pages (e.g.,
supporters of competing candidates) and discuss the differences
between what animates each.

The procedure for curating a list of thematically related pages
and determining ‘most engaged-with content’ is as follows:

1. Consider the theme to study before curating a list of
Facebook pages related to it (e.g., right-wing groups in
Europe or European migration CI’ISIS)

2. Query Google for site:facebook.com and theme. Make list of
Facebook Pages on a spreadsheet.

3. Query Facebook’s graph search for the names found
through Google (e.g., individual right-wing groups or
individual migrant aid groups) or theme (e.g., European
migration crisis), and place on spreadsheet.

4. Triangulate or concatenate lists (use a threshold, e.g., top
ten pages by like count).



5. Using CrowdTangle, on the dashboard create a list of
Facebook pages by searching for their names.

6. Obtain ‘most engaged-with content’ scores (total
interactions) of all the posts on the Facebook Pages. Is it
predominantly ‘angertainment’ or memes?

7. Consider visualizing the outcome as a tree map (see Figure
11.14).

Studying ‘fake news’

RESEARCH GOAL To determine the extent of ‘fake news’ in a
Facebook issue space, where issue space is a set of results for
substantive queries, such as Covid-19 or election-related issues.

The goal is to evaluate the quality and show the political leaning
of the top sources returned. In other words, to what extent is
‘fake news’ (as defined in the seminal news article) present in
the most engaged-with content in political spaces on Facebook?
Is there more engagement with hyperpartisan conservative or
progressive sources in political spaces on Facebook? How
would such engagement imply a politicization of the ‘fake news’
problem?

1. First curate a list of social issues. For election-related
iIssues, consult issue lists at voting aid sources. Note that
the issue language should not be politically charged. As an
example, use ‘abortion’ rather than ‘pro-life’ or ‘pro-choice’.

2. Query Buzzsumo, the content marketing platform, for each
issue keyword. Buzzsumo returns a list of web URLS,
ranked by interactions, which is the sum of likes, shares and
comments, and for every issue, examine at least the top ten
stories returned.

3. Each of the source names, headlines and any description
text are read, and the sources are roughly labelled either by
how the sources self-identify and/or by using pre-existing
source classification schemes. For example, in the US
context there are media bias labelling sites including
AllSides, Media Bias/Fact Check, ‘The Chart’ and
NewsGuard. These labelling sites indicate whether the
source is problematic or questionable as well as its political
leaning.

4. Using a spreadsheet (where issues are columns and ranked
sources rows), colour code in each cell the political leaning.



Using another sheet colour code whether each is
problematic.

Video tutorials

‘Social Media Research with Digital Methods’,
www.youtube.com/watch?v=PtSNZfYKRnk

‘Studying Fake News’, www.youtube.com/watch?
v=phOVLrz|j8c (31'06")

‘How to make a Treemap’, www.rawgraphs.io/learning/how-
to-make-a-treemap (1’ 37’)

Data sources

Crowdtangle, www.crowdtangle.com

Buzzsumo, www.buzzsumo.com

Descriptions of Images and Figures
Back to Figure

The figure consists of an image of a shop labelled “YOUR PAST
PURCHASES INDICATE YOU ARE SPRING CLEANERS’ on the top
left. On the top right is an image of a group of people looking at
something and labelled “'YOU HAVE EXPRESSED INTEREST IN
WATCHES'. At the bottom left is an image of playing kids on which it is
written “YOU HAVE EXPRESSED INTEREST IN TRAVELLING WITH
KIDS'. At the bottom right is an image of two old men and labelled “YOU
ARE GRANDFATHERS'.

Back to Figure
The figure is an image captured while Obama gave final speech to

United Nations. On the top is the description ‘Nasty Surprise: Obama
told Americans that their freedom is over and new world government is


http://www.youtube.com/watch?v=PtSNZfYKRnk
http://www.youtube.com/watch?v=phOVLrzlj8c
http://www.rawgraphs.io/learning/how-to-make-a-treemap
http://www.crowdtangle.com/
http://www.buzzsumo.com/

taking over!!! (Video)’ and at the bottom is ‘Nasty Surprise: Obama told
Americans that their freedom is over and’. At the bottom of the figure is
the description ‘President Obama gave a speech at the United Nations
general assembly where he called for THIS. Absolutely ridiculous!
Americans are furious. At the bottom left is ‘FREEDOMDAILY.COM'.

Back to Figure

The figure consists of a rectangular block divided into four horizontal
rectangular blocks on the left and two vertical rectangular empty blocks
on the right. The four horizontal rectangular blocks are labelled as
follows: ‘@Blacktivisit Total Shares: 103.8M* Number of Interactions
6.18M*'. At the bottom left ‘@Bxrebels Total Shares: 103.0M* Number
of Interactions: 3.45M*’. On the top right ‘@MuslimAmerica Total
Shares: 71.4M* Number of Interactions: 2.13M*'. At the bottom right
‘@Patriototus Total Shares: 51.1M* Number of Interactions: 4.44M*’. On
the top left is the description ‘Total Reach by Page’. At the bottom of the
block is the description ‘The IDs of six removed Facebook pages.
Boxes sized by the # of “total shares to” based on 500 post from each
of the pages. Dates vary, but volume peaks in mid 2016 to early 2017
as the next graph shows in detail. At the bottom left is ‘+ableau’ and
bottom right is a reverse and forward arrow with another reverse arrow
with straight line.



TEN XITWITTER AS STORY-TELLING MACHINE: FOLLOWING
EVENTS

Debanalizing tweets (three ways), rather than debunking Twitter’s role in the revolution

Twitter, renamed X, has been perhaps the most approachable social media platform for analytical
research and as such the most used, even overused. In the following | discuss the evolution of Twitter
as an object of study, beginning with its discovery of the value of its data (when the company went to the
stock exchange) and its impact on academic research. | also treat questions concerning the ethics of
storing and analysing Twitter data. Thereafter | detail how Twitter has been researched — from an
ambient, friend-following medium, over one in which to follow events and monitor issues such as
#blacklivesmatter to finally a medium known for its toxicity. | refer to the historical platform as Twitter
until it changed its name to X, whereupon | call it X/Twitter.

TWITTER GOES TO MARKET

Twitter, which once was called the last of the Web 2.0 applications (for its openness to external, live data
collection to make ‘mashups’), changed its terms of service as it became a publicly traded company (in
2011), making the exporting of tweets and shared tweet collections a violation (Burgess, 2016). It was
one of those moments when one’s work is scuppered by a new version of software. A researcher at
Harvard’s Berkmann Center noted that Twitter is not ‘considering the myriad number of PhD students
who basically just lost their work, or the researchers that were close to saying something meaningful
and now have no way to do it' (Watters, 2011). In the event, one is able to share a set of tweet ID
numbers (rather than the tweets themselves), which then allows another researcher to recompile a
tweet collection from them, effectuating sharing. (The term for such recompiling is ‘rehydration’.) Among
other effects, rehydrating a tweet collection filters out deleted, suspended and withheld tweets — three
potentially interesting categories for analysis — of any newly reconstructed collection, in keeping with
Twitter’s rules.

Collections of such tweets exist for research purposes, however. Politicians’ deleted tweets are captured
by the Politwoops project by the Dutch Open State Foundation (and the Sunlight Foundation in the USA
and later ProPublica), where one may study scandals prompted by impetuous and salacious tweeting.
Twitter once cut its access to these foundations’ data-collecting, before agreeing that politicians’ tweets
are matters of public record rather than violations of ‘Twitter Rules’ on users’ expectation of privacy. The
2023 X/Twitter API outage also stopped the collection-keeping.

Twitter’s ‘transparency reporting’, in part a product of that debate, provides facts and figures concerning
withheld tweets, where for example in one year Turkey and France had the most tweets withheld, 2232
and 1334 respectively, though the actual number of blocked tweets appears to be much higher, at least
for Turkey, raising questions about the transparency reporting practices (Tanash et al., 2015). As
researchers did for Turkey, one could conceivably take stock of tweets withheld from one country by
doing the capturing in another country. Suspended accounts (such as the wave of them that hit the ‘alt-
right’ in the USA) are emptied of previous tweets, making them inaccessible to researchers. One such
case, @nero, Milo Yiannopoulos’s Twitter account, has no trace left on Twitter.com. Independent
archiving services (such as tweetsave.com) may have the tweets, where one could study what
constitutes behaviour worthy of suspension, to whom it applies and how the standards may have
changed over time.

Twitter’s reinstatement of accounts under the stewardship of CEO Elon Musk is also worthy of
examination, not to mention the perceived deterioration of the platform’s content moderation and the
impact on academic research of the new monetization strategies. Perhaps the most well-known
reinstatement is Donald Trump’s account, ‘permanently suspended’ or deplatformed after the Capitol
riots of January, 2021. He was relieved of his ability to tweet ‘due to the risk of further incitement of
violence’ (Twitter, 2021). It is back online, reactivated since the change at the top of the company,

though the account is frozen in time, with one of the last tweets from January 8, 2021, reading: ‘To all
of those who have asked, | will not be going to the Inauguration on January 20th’. (He also tweeted his



Georgia mug shot in August 2023, taken on the occasion of his indictment and booking for election
interference.) After his suspension from Twitter and despite his reinstatement, he mainly has migrated to
his own platform, Truth Social, where he posts in the same tweeting style, albeit to a fraction of the 87.5
million followers he had garnered on Twitter.

Many extreme internet celebrities have been reinstated in keeping with Musk’s self- declared ‘free
speech absolutism’ (Thornhill, 2022). At the time of writing X/Twitter’s rules and more so their
‘capricious’ application concerning the moderation of content are the subject of scrutiny (Siddiqui, 2022;
de Keulenaar et al., 2023). Empirical research additionally has found a rise in extremist and anti-Semitic
content (Finkelstein et al., 2023).

The major changes also are in Twitter's monetization strategies, encompassed in the sale of blue
account checkmarks once reserved for ‘active, notable, and authentic accounts of public interest’ until
the roll out of the ‘Twitter Blue subscription service’ (Twitter, n.d.). Another is the end of Twitter’s gratis
academic API, taken offline in early 2023. As with the previous API closures (by Facebook, in
particular), multiple data-collecting tools broke and research projects stalled (Bruns, 2019).

TWITTER AS STORED OBJECT, AND ITS RESEARCH ETHICS

Twitter was once particularly open to researcher access. In the halcyon days of Web 2.0, data mashups
were common, such as placing Twitter’s trending topics on a Google Map. Such a spirit of 2.0
openness, together with the significance of Twitter as data set, are expressed in the announcement,
around the same time, of its donation of almost every tweet ever tweeted to the Library of Congress for
scholarly usage (Raymond, 2010a). Twitter provided a ‘historical record of communication, news
reporting, and social trends’, as well as a prism to study events such as the ‘US presidential elections in
2008 and the green revolution in Iran in 2009’ (Raymond, 2010b). Therein lies the presumed scholarly
value: news, trends and event analysis together with communication studies.

Twitter described its agreement with the Library in another blog post, together with the limits placed on
studying the most recent tweets: ‘It should be noted that there are some specifics regarding this
arrangement. Only after a six-month delay can the Tweets be used for internal library use, for non-
commercial research, public display by the library itself, and preservation’ (Stone, 2010).

As the Library described it, ‘bona fide researchers’ would have access, and deleted tweets are not
included, thereby respecting user intent (Raymond, 2010a, 2010b). (Old tweets deleted from Twitter but
already archived in the Library presumably would live on, however.)

Some years on, however, the Library has not been able to provide access, even after fielding hundreds
of written requests from researchers (Osterberg, 2013; McGill, 2016). The Twitter archive has become
data too big for the Library to handle beyond sheer preservation, though it remains to be seen how it will
be accessed in future (Zimmer, 2015). By January 2018 the Library announced it would no longer
preserve Twitter’s entire volume but would curate selective events and themes, ‘similar to our collections
of web sites’, which could mark a return, in the web archiving tradition, to disasters, (presidential)
transitions and elections (Osterberg, 2017), as discussed in the Internet Archive chapter. The Library
has the first 12 years of tweets (the text) stored.

What are some of the concerns about working with stored tweets? In an analysis of the discussions
around the Twitter archive, Michael Zimmer argues that the Library is not taking into account users’
expectations of privacy, raising the larger question of whether it is ethical to store tweets (not to mention
mine and analyse them) without user consent. Are they publications (to be cited)? Michael Beurskens
(2014) has argued that since the users do not hold copyright on their tweets there is no legal case to
cite tweets or attribute them to an author, though there may be a normative and scholarly case to be
made. Or are tweets utterances in a larger sea of clamour not intended to be captured, stored (and
analysed)? If it is too unwieldy to ask users to grant permission, could they at least be given the means
to opt out (as is the case with websites in the Internet Archive)? In a spirited debate in the comment
space of a Zimmer blog posting, Zimmer (2010b) writes: ‘[JJust because they are public doesn’t mean
the intent was to allow them to be automatically archived [and] processed. That's the issue regarding
whether additional consent is necessary’.

In another article, Zimmer found that the vast majority of researchers using Twitter data do not consider
the ethics of user data collection and analysis (Zimmer and Proferes, 2014). There appears to be an
overriding assumption that the ‘data are already public’ and that users have agreed to Twitter’s terms of
service, granting researchers licence: ‘The fact that users grant Twitter a license to use their tweets



(which is necessary for the service to work) means nothing in terms of whether it is ethical for
researchers to systematically follow and harvest public tweet streams’ (Zimmer, 2010b).

INTERPRETING TWITTER’S TERMS OF SERVICE FOR
RESEARCHERS

Should users expect that their tweets are analysed by researchers? Like other social media companies,
Twitter generally seeks to follow a ‘transparency and choice approach’ to privacy, where the user is told
how the tweets are disseminated and (re)used and is offered forms of protection in software settings
(Nissenbaum, 2011). The approach is laid out in its policies. Twitter has terms of service, a privacy
policy, more general policies on use and abuse as well as developer terms that include sections on ‘user
protection’ and privacy expectations. Emphasizing the publicness and extensive reach of the service,
each provides descriptions (sometimes graphic ones) about what users should expect when they tweet.

In the terms of service, one grants Twitter the licence ‘to make your content available to the rest of the
world and to let others do the same’ (Twitter, 2017a). Here there is an emphasis on wide-ranging reach
as well as reuse. In the privacy policy, the emphasis on reuse is expressed as an admonition that one’s
data is being mined:

Twitter broadly and instantly disseminates your public information to a wide range of users,
customers, and services, including search engines, developers, and publishers that integrate
Twitter content into their services, and organizations such as universities, public health
agencies, and market research firms that analyze the information for trends and insights. When
you share information or content like photos, videos, and links via the Services, you should
think carefully about what you are making public. (Twitter, 2017b)

Twitter thus explicitly states that university researchers are to make use of one’s tweets. Once the
warnings have been given, the more general policies put the onus on users to protect their privacy by
protecting tweets (as well as modifying and deleting them). One also may create a ‘verified’ account to
guard against impersonation, though the cachet implied by a verified account (and exploited by political
actors on the far right, for example) later gave Twitter pause, and in early 2018 that service was
suspended.

Developers, finally, are asked to respect user intentions and ‘partner’ with Twitter by not retaining
deleted, withheld, suspended as well as modified tweets (where, for example, the geo-coordinates have
been removed). Twitter also is explicit about disallowing certain types of mining and analysis, especially
those that aim ‘to target, segment, or profile individuals based on health (including pregnancy), negative
financial status or condition, political affiliation or beliefs, racial or ethnic origin, religious or philosophical
affiliation or beliefs, sex life or sexual orientation, trade union membership..." (Twitter, 2017c). Twitter is
targeting work (presumably including research) that segments and profiles groups. | discuss one
approach to audience segmentation below.

There is another section in the developer terms of service that relates to remote event- following (which
is discussed as an analytical strategy below) that is addressed to governmental researchers. Twitter
should not be used by states to surveil or monitor protesters, demonstrators and such, it reads. Twitter
thereby provides some legal cover for (university and other) researchers to mine and analyse data, at
the same time restricting some types of use. Indeed, the most specific scenarios of data use are
contained in the developer documentation, including the suggestion that one can be ‘grouped’ among
protesters at a demonstration, and sorted into a category such as climate change sceptics (Pearce,
2018). Such a label may be difficult to shed; users also may not know that they have been profiled.

An additional issue for ethics and privacy researchers is that people do not read the terms of service, as
evidenced by their online behaviour. When Twitter users do not modify their behaviour, but rather just
post away, it appears they have not read the terms of service, have no reasonable expectation of being
mined and analysed, or think it is futile. ‘If people expect to be monitored, if they anticipate that their
recorded views will be shared with particular third parties for money or favors, they are likely to be more
watchful, circumspect, or uncooperative’ (Nissenbaum, 2011: 45).

Whenever users expect to be surveilled or monitored, they presumably will change their behaviour, as
was the case during the Iran election crisis when it was rumoured that repressive state authorities were



checking user locations; all people employing the #iranelection hashtag were subsequently asked to
change their Twitter location to Tehran. Here one may study not just chilling effects (and self-censorship)
but also media tactics. How are users affected by surveillance? Does surveillance kill content and info-
sharing?

Before moving on to strategies of tweet collection-making and analysis, it is worth pointing out the first
comment made by a web user to the Library of Congress’s FAQs that questions the research value of
Twitter generally and historical tweets particularly. He wrote: ‘It’s critical that future generations know
what flavor burrito | had for lunch’ (Raymond, 2010b). Thus summarizes the idea of the banality of
Twitter (Farhi, 2009). It also has been the object of sampling analysis, one of which found that 40% of
tweets are ‘pointless babble’ (Pear Analytics, 2009). The marketing research described pointless babble
as the “l am eating a sandwich now” tweets’ (Pear Analytics, 2009: 3). The question to be posed of its
study, then, is how to debanalize Twitter (Rogers, 2013a). Or, more specifically, what kinds of
techniques and heuristics may be put to use to make sense of Twitter data, and to what scholarly ends?
Previously, the presumed scholarly value (of the Twitter archive) was said to lie in the analysis of news,
trends and events, together with communication studies.

To those ends, the research undertakings below follow from taking the digital objects given by the
device (hashtags, @mentions, retweets, shortened URLS), and thinking how to repurpose them for
social research, which could be seen as the digital methods approach. It asks how to make a tweet
collection, and how to analyse the tweets so as to debanalize X/Twitter. It thereby takes advantage of
X/Twitter as news or event-following medium rather than its earlier moniker as the what-I-had-for-lunch
device. It also turns X/Twitter into an issue space, where publics organize and compete to establish
what is at stake.

TWITTER AS URBAN LIFESTYLE TOOL FOR AMBIENT FRIEND-
FOLLOWING

Created by Jack Dorsey and partners in San Francisco in 2006, Twitter arguably began as an American
urban youth lifestyle tool, meant as a means to provide status updates on friends’ whereabouts (see
Figure 10.1). The Twitter user would answer the question, ‘What are you doing?’ It is a tool for people
out and about, adding what is sometimes referred to as ‘ambient intimacy’, and what Dorsey described
as ‘the physical sensation that you're buzzing your friend’s pocket’ (O’Reilly and Milstein, 2009; Sarno,
2009a). In 2006 and 2007 Dorsey maintained a Flickr account, where he posted photographs of his
urbanite life and times, including his ‘twttr sketch’, which he annotated with an origins story, including his
work at a start-up dispatch company in Oakland for courier, taxi and emergency services (Dorsey,
2006). In the two-part interview Dorsey gave for the Los Angeles Times, he notes how he borrowed the
short messaging service (SMS) format, which has the constraint of 160 characters, before the message
is split in two parts (Sarno, 2009a). The original 140 characters allowed in a tweet (later doubled) left 20
characters for username and other metadata needs. The URL stat.us (in Dorsey’s original sketch)
comes from the period when ccTLD name hacks like del.icio.us were en vogue, and twittr (a five-
character code in keeping with messaging protocol) is also notably a Web 2.0-like name like flickr,
thereby dating the application.

Often also originally associated with (and used at) events, Twitter outputs the real-time, and it is fleeting.
In a sense, it makes new media more ephemeral than the web. Dorsey said:

I don't go back in time. You're kind of as good as your last update. That's what you're currently
thinking or doing, or your current approach towards life. If that really interests me, | go to that
person’s profile page and read back a little bit. But in terms of my timeline, I'm just not
obsessive about going all the way back in time and catching every single message that people
have updated about. It's only relevant in the now, unless I'm fascinated by it. (Sarno, 2009b)

In 2009 Twitter changed the question it posed to its users from ‘What are you doing?’ to ‘What's
happening?’, perhaps parlaying and translating Twitter's success at events, but also thereby creating a
market for Twitter data from the once banal to the newsworthy. Indeed, why tweet? Is it to make news,
gain followers, be retweeted or ‘liked’'? Is it to pad one’s metrics? And who is one tweeting for? Is one
treating one’s audience as a fan base (Marwick and boyd, 2011b)? Populist politicians such as Geert
Wilders in the Netherlands and Donald Trump in the USA (before he was deplatformed) have followed



nearly no one, but rather have treated Twitter as a broadcast medium for large throngs of fans and
supporters (or supporters as fans). Trump does the same on Truth Social, an alternative to Twitter.

Figure 10.1 Original ‘twttr sketch’ by Jack Dorsey.

Source: Dorsey, 2006.

THE RESEARCH AFFORDANCES OF TWITTER'S NATIVELY
DIGITAL OBJECTS

Apart from studies of phatic communication and ‘remote intimacy’ of Dorsey’s Twitter (2006),
researchers have approached it as more than a real-time personal status update machine (for young
urbanites) (Miller, 2008; Marwick and boyd, 2011a; Papacharissi, 2012). Many of Twitter’s research
affordances are owed to their natively digital objects, which are in part user innovations (Bruns, 2012;
see Figure 10.2). The hashtag groups tweets by topic, the retweet indicates pass-along value and the
@reply and @mention are threads and references. Thus, through analyses of hashtags, Twitter is said
to organize urgency and information flows such as around disasters and other events. One may study
hashtag publics and explore the claim that they are ‘fleeting’ rather than stable (Rambukkana, 2015;



Bruns et al., 2016). Concentrating on RTs (a button for which is built into the Twitter interface), they can
be made to give an account of the unfolding of events, as discussed below (Rogers et al., 2009b). Here
the question is the extent to which it may be employed for ‘remote event analysis’, and how these
accounts would hold up to other first drafts of history, such as in newspapers and in Wikipedia articles
(Bruns and Weller, 2016). By focusing on the @replies, Twitter may be analysed as a conversation-
maker, where one may explore the extent to which there is dialogue, or broadcasting, on Twitter
(Honeycutt and Herring, 2009; boyd et al., 2010). In considering @mentions, one also may pinpoint (and
critique) dominant voice, as in who is being mentioned the most in a tweet collection, compiled to
capture a certain issue space such as global health and development, where for example the Gates
Foundation may be the actor most mentioned. Here the question may revolve around the extent to
which these voices are driving the agenda and organizing urgency and symbolic power for some issues
(and care strategies) rather than others (Couldry, 2001, 2012; Chouliaraki, 2013).
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Figure 10.2 Chris Messina, Twitter user and Twitter hashtag inventor.

Source: Parker, 2011. Photo credit: Kris Cheng.



TWEET COLLECTION STUDIES AND CRITICAL ANALYTICS

Tweet collection-making generally follows from hashtag and keyword queries, though one can also
guery a user’s account (Geert Wilders’ or Donald Trump’s historical tweets), or one or more @mentions
(who mentions the alt-right?).

For the sake of robustness, it may be advisable to undertake a two-step query design. Having explored
the (hashtag and keyword) language in an issue or event space (through Google or in X/Twitter itself),
make an initial tweet collection through a search, and perform hashtag frequency or co-hashtag analysis
with the results, which in the latter case is a list ranked by frequency of those hashtags that occur
together in the tweets in your collection. Add newly discovered, significant hashtags to the query, and
launch the search again. This second query, in the two-step process, is the one that results in the tweet
collection under study.

With such tools as DMI-TCAT and 4CAT, there is often a battery of analytical modules to be explored
(Borra and Rieder, 2014; Peeters and Hagen, 2022). The critical analytics strategy put forward here is
only one means to study a tweet collection, and it is especially geared towards the critical study of social
issues and their publics through relatively simple techniques (Rogers, 2018a). A second analytical
strategy, for event-following or ‘remote event analysis’, follows below.

Among the critical analytics to study an issue space are dominant voice, concern, commitment,
positioning as well as alignment. Dominant voice, as mentioned, is a list of those @mentions that
appear in an issue space. Ranked by frequency (and by frequent co-occurrence) it provides a sense of
whose voice resonates (or is referenced) the most. (Vocality, contrariwise, is a measure of who tweets
with the greatest frequency in an issue space.) Hashtags are often embedded issues (as well as
campaigns and events), so concern, as an analytic measure, is a list of hashtags most used. Co-
hashtag lists may be employed to study the twinning of concerns, and issue hybridization, for example,
#rivers and #humanrights (see Figure 10.3). Commitment is the persistent appearance of users and
issues in a space and is measured over time. The technique could be employed for users as well as for
users together with hashtags and/or keywords. Do particular NGOs move in and out of issue spaces
depending on their newsworthiness, or do they remain engaged? Positioning is the use of specific
keywords rather than others. Do | choose to use the term ‘blood diamonds’ (thereby taking a stand with
activists) or ‘conflict diamonds’ (lining up with industry)? Alignment, finally, means those actors using the
same issue language. Who else uses #apartheidwall (the official Palestinian term), and who else
#securityfence (the official Israeli term for the barrier between Israel and the Palestinian territories)?

TWITTER REVOLUTIONS AND OTHER CLAIMS TO BE
DEBUNKED (AND EMPIRICALLY TESTED)

X/Twitter has often been dubbed a micro-blogging platform, but it may be characterized as a medium in
a variety of ways. On Twitter users may follow other users, meaning that, like other social media
platforms, one could view and study X/Twitter as a social network (Java et al., 2007; Huberman et al.,
2009). If one studies the trending topics (a front-page interface item and metric on X/Twitter), one finds
that they often concern news items, thus making X/Twitter a rebroadcaster (Kwak et al., 2010). As
mentioned above, one may also study how populist politicians and others (with many followers, but who
follow few to none) use the medium primarily for broadcasting. Do these together constitute an echo
chamber, filter bubble or even culture war, or are there distinctive anomalies that would force those
concepts to be stretched or rendered less usable? A larger question (for media research) concerns how
to characterize the medium for specific user groups deemed worthy of research, despite Twitter's terms
of use. How to describe the distinctive concerns of the new (populist) right? Who do they @mention,
which hashtags do they use, and which sources do they reference? How to characterize their media
tactics and communication strategy?
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Figure 10.3 Issue hybridization of rivers and human rights. Tweet containing multiple,
issue-oriented hashtags, a reference, as well as authoritative @mentions.

There is another strand of research which may be called X/Twitter impact studies. For example, one
undertakes analysis of how tweets organize awareness, and measure, or enunciate, word on the street
and word of mouth (Jansen et al., 2009). Possibly the best-known ideas about Twitter impacts came into
existence around the Iran elections of June 2009, where the term ‘“Twitter revolution’ was coined
(Berman, 2009). In its disambiguation page, Wikipedia notes that the term may be used in connection
with a series of ‘spring’ and ‘colour’ uprisings: the Moldovan civil disturbances of 2009 as well as the
Tunisian and Egyptian revolutions of 2011, otherwise known as part of the Arab Spring (Wikipedia
Contributors, 2018a). It also could refer to Euromaidan, the Ukrainian uprising of 2013. Here one often
strives to research the ‘role’ of Twitter (and other social media) in such events (Zuckerman, 2011;
Srinivasan, 2014). Such a study of the role or part played by Twitter often begins by challenging the idea
of technology as revolutionary or central to social change. In one such undertaking, the researchers
debunked the claim of Twitter as vital in the Iran election crisis (Burns and Eltham, 2009). In a turn of
events similar to those described by Evgeny Morozov in The Net Delusion (2011), Burns and Eltham
(2009: 306) write: ‘Iranian Twitter users did not take counter-deception measures to deal with the Basij,
who then used Twitter to identify, locate and in some cases Kkill Iranian protestors’. Rather than
revolutionary, Twitter becomes the inverse. It is the authoritarian regime’s tool to quell the disturbance.

GOL }gle ‘ occupy wall street

occupy wall street

occupy wall street demands
Search occupy wall street wiki

occupy wall street san francisco

Figure 10.4 Occupy Wall Street, Google suggested searches, google.com, 2 December
2011.



The subject of Iran government-sponsored infiltrators was discussed (retweeted) in the #iranelection
Twitter subsphere in June 2009, where users were asked to change their location to Tehran, so that
everyone appeared to be there physically, as mentioned above. The introduction of noise became a
media tactic. These manoeuvrings and their implications are some of the means by which a movement
or network, and especially resistance, may be studied through hashtag analysis (Lindgren and
Lundstrém, 2011; Poell and Borra, 2012). To what extent is the hashtag issue space tactical as well as
substantively distinctive? What kind of an account of events does it provide? One may evaluate hashtag
accounts of what is transpiring on the ground by contrasting them with the story told of the same events
in the news or on Wikipedia, thereby inquiring into the features of the various first drafts of history, as
mentioned above.

In the Occupy Wall Street protests in major Western cities in the autumn of 2011 and beyond, a variety
of media accounts claimed that the protestors had no demands, until one list was made, and became
the subject of debate among the OccupyWallSt.org collective (OccupyWallStreet, 2011). Occupy Wall
Street demands also have been a top suggested search in Google (see Figure 10.4). Media accounts
often serve as starting points for exercises that both critique the typical news frames (protest prompts
violence) and provide alternative accounts (protest is substantive). The research question concerns the
kind of account of Occupy Wall Street organized by its hashtags as well as its related hashtags vis-a-vis
that in the news. Does it compete with or provide a corrective to dominant media accounts? Does it tell a
compelling story of what is happening in the parks and on the grounds where tents have been raised
(and torn down)? These are at least a few ways in which one may employ X/Twitter as a research tool,
and at the same time debanalize it.

DEBANALIZING THE MEDIUM, OR XITWITTER AS STORY-
TELLING MACHINE

In work completed in 2009, when Twitter emerged as a medium for remote event analysis (and
debunking revolutions), the question concerned how to repurpose the output of Twitter to create a
compelling account of what was happening on the streets and in social media (Rogers et al., 2009b).
Entitled ‘For the ppl of Iran: #iranelection RT’, the piece followed the methods of the medium in so far as
hashtags organize subject matters, and RTs (retweets) point to significant content. The top three
retweeted tweets per day (for some 20 days) were captured, and placed in chronological order, inverting
the reverse chronological order of Twitter (and blogging software more generally). As mentioned,
Twitter’s reverse chronological order (though later combined with algorithmic hierarchy) is one reason to
call it a blogging platform, with the term ‘micro-blogging’ referring to the meagre amount of characters
per post. With the remote event analysis technique, the overall story of the 20 days of the Iran election
crisis is recounted (see Figure 10.5):

The crisis unfolds on Twitter with the discovery of the value of the #iranelection hashtag, and
tweeters both in and outside Iran begin using the tag to mark all tweets about the events there.
Mousavi holds an emergency press conference. The voter turn-out is 80%. SMS is down;
Mousavi's website and Facebook are blocked. Police are using pepper spray. Mousavi is under
house arrest, and declares he is prepared for martyrdom. Neda is dead. There is a riot in
Baharestan Square. First aid info is here. Bon Jovi sings ‘Stand by Me’ in support.
Ahmadinejad is confirmed the winner. Light a candle for the ppl of Iran. (Digital Methods
Initiative, 2009)

Employing the same technique (with the addition of manual filtering by theme), sub-stories also were
created around censorship, Neda, arrests, internet, and violence. For example, the censorship sub-story
concerns internet filtering by the state, and efforts (and tips) to circumvent it. Note that the well-known
blocking of the networks by the Iranian government unfolded in that event space, and Twitter’s famous
announcement to postpone scheduled system maintenance resonated, too.

THE GREAT TWITTER REVOLUTION DEBATE REVISITED



l=.The figure is a tweet showing the overall story of the 20 days of the
Iran election crisis from June 10 to June 30.

Figure 10.5 For the ppl of Iran — #iranelection RT.
Source: Digital Methods Initiative, 2009.

How did the great Twitter revolution debate unfold, and how may it be studied? Contemporaneous
bloggers and writers in the intellectual press (Dissent, Foreign Policy, New Yorker, Prospect and others)
deliberated over the extent to which a ‘Twitter Revolution’ took place in Iran in 2009 and elsewhere,
especially the protests in Moldova that transpired just weeks prior to the events in Iran and provided the
revolution theme with momentum. Put into circulation by the American blogger, Andrew Sullivan (2009),
the notion elicited rounds of debunking, where the platform’s role was repeatedly cut down to size.
Among the seemingly most damning critiques of the revolution thesis is that the Iranian regime blocked
access to the internet and the mobile phone network (mentioned above), thus rendering Twitter locally
useless, despite the urging of the US State Department to Twitter to postpone its maintenance so that it
could be used by Iranians (Ostrow, 2009). Another critical point made (and often repeated across the
articles) is that only 19,235 people in Iran were registered Twitter users at the time, a mere 0.027% of
the national population (Sysomos, 2009). Thus, Twitter certainly would not have been used en masse,
however much 20,000 users also could be construed as a considerable number compared to the
handful of Moldovan Twitter users during its own Twitter revolution (Bennett, 2009). Iran’s uprising,
rather than organized on Twitter, was coordinated by word of mouth, and was not principally technology-
driven, it is said. As Golnaz Esfandiari (2010) writes in Foreign Policy: ‘Twitter was definitely not a major
communications tool for activists on the ground in Iran’. More poignantly, using Twitter and other social
media would make Iranians targets of the authoritarian regime.

The value of the internet for the authoritarian regime and/or for activists proved to be a point of
contention in the debate. On that subject, Clay Shirky (2010) writes, ‘[T]he net value of social media has
shifted the balance of power in the direction of Iran’s citizens’, while Evgeny Morozov (2010)
rejoindered, ‘[D]espite all the political mobilization facilitated by social media, the Iranian government
has not only survived, but has, in fact, become even more authoritarian’.

There are also many stories worth considering that have aided in the debunking of a Twitter revolution in
Iran, questioning the platform’s veracity and ‘ground-truthing’ capacity. Mousavi, the green opposition
candidate, was said on Twitter to be under house arrest, a claim later disputed, making Twitter into a
rumour mill and unreliable source (Mostaghim and Daragahi, 2009; Esfandiari, 2010). Indeed, Evgeny
Morozov (2009: 11) likened Twitter to child’s play: ‘[T]his new media eco-system is very much like the
old game of “Telephone”, in which errors steadily accumulate in the transmission process, and the final
message has nothing in common with the original’. Here one may compare contemporaneous accounts
with more settled ones that have stood the test of time.

Another larger point worthy of investigation is that there were few Twitter users on the ground in Tehran
at the time (tweeting in Farsi), making Twitter into something other than an eyewitness medium. Indeed,
one of the more significant users tweeting about events on the ground was @oxfordgirl, residing in a
village in the UK (Weaver, 2009; Esfandiari, 2010). How may one characterize the ‘groundedness’ of the
users of the #iranelection hashtag? Here one may look at platforms used and inquire into desktop
versus mobile use. Would a lack of groundedness damn the accounts of events? Does Twitter become
an event commentary medium (another way of filling in ‘event-following’), rather than one for
witnessing?

CONCLUSIONS: FROM AMBIENT FRIEND-FOLLOWING TO
REMOTE EVENT ANALYSIS

Twitter’s ‘about’ pages highlight the changing purposes of the platform. In 2006, Twitter was ‘for staying
in touch and keeping up with friends no matter where you are or what you're doing’; by 2017, Twitter
was ‘what’s happening in the world and what people are talking about right now’. Twitter thereby has
evolved from a local urban lifestyle tool (conceived for young San Francisco users) to an international
news and event-following medium, at least in the renderings of the medium mission statements.



The research agenda has followed this transformation of Twitter from a banal ‘what-I-had-for-lunch’
medium to one purportedly and controversially having a hand in contemporary revolutions. As such,
research also ‘debanalized’ Twitter. The techniques devised include taking advantage of the user-led
research affordances of the platform, including the threading of topics by hashtag and the identification
of significant content by retweet. Remaking Twitter into an analytical story-telling machine, with the
capacity to chronicle events on the ground and in social media, is one digital method described above.
Another concerns techniques to monitor and analyse substantive spaces of particular user groups, be
they activists, NGOs or new social movements and formations, such as Black Lives Matter and the alt-
right. The critical analytics put forward are means to evaluate the substance of these spaces, inquiring
into who dominates the discussion. Is the matter of concern fleeting? That is the critical point made of
‘hashtag publics’ who appear like a flash mob and dissipate just as quickly. Their commitment, or
longevity of concern, is another critical analytic. The competition between hashtags, and hashtag
publics, may be studied in the programme/anti-programme approach put forward in the query design
chapter. The idea of Twitter as a platform primarily for ‘status updates’ of users ‘in bed’ or ‘going to the
beach’ (as in the original twttr sketch) has receded, and its vibrancy (and techniques to capture it) are
put to the fore.

Project

Debunk the Twitter revolution (again)

RESEARCH GOAL To peruse the literature surrounding the great Twitter revolution debate of
2009-2010 (and beyond) and confirm, refute, modify or otherwise productively engage with the
claims put forward.

To start, one would compile a catalogue of claims, and examine their robustness by analysing a
tweet collection of the Iran election crisis, 10—-30 June 2009, which includes some 650,000
tweets using the hashtag #iranelection. The hashtag is significant, for not only was it among
Twitter’s highest trending topics for the year, but it also was the object of scorn by analysts
questioning users’ blind faith in it: ‘Western journalists who couldn’t reach — or didn't bother
reaching? — people on the ground in Iran simply scrolled through the English-language tweets
post with tag #iranelection’ (Esfandiari, 2010).

Data set

Tweets with hashtag #iranelection, 10-30 June 2009, http://rettiwt.digitalmethods.net/ (request
login)

Data analyses available

Languages used (overall)

Platforms used (overall)

Platforms used per language

Tweets per user

Tweets per green_normal avatar

Tweets per day

Ranked list of retweets

Retweeted users (ranked @mentions)

Other hashtags used with #iranelection (co-hashtags)

URLSs found in combination with #iranelection


http://rettiwt.digitalmethods.net/

Rumours (tweets containing the word)

Confirmed (tweets containing the word)

Sample project outcome

‘For the ppl of Iran — #iranelection RT’ (10'00’), www.youtube.com/watch?v=_h2B2CA-btY

Project

Debanalize X/Twitter by analysing a tweet collection for its
substantive value

RESEARCH GOAL To debanalize X/Twitter by studying a tweet collection, constructed by
queries for hashtags and keywords (issue spaces and/or events), user captures (populist
politicians or other public figures and organizations), or social movements (networks as
movements).

l~.The figure illustrates
the Australian
Twittersphere for the
year 2012.

Figure 10.6 Australian Twittersphere, 2012.

Source: Sun, 2012.

XITwitter data

X/Twitter users send 140—-280-character posts, or tweets, either from the web or through
dedicated applications on computers, smartphones and tablets. Each tweet is linked to a user
account, the source of the tweet, publishing date and contents, including markers with potential
analytical value such as hashtags (#hashtag), @username, RT (identical tweet, or modified
tweet), a (shortened) URL and/or a geotag. While only a small (but growing) percentage of
tweets are geotagged with a latitude/longitude marker, location, if the focus of the research,
could also be derived from a user’s account information, the date of account creation, a profile
image, the specific language they post in, the message text or the time zone. The demarcation of
the Australian twitterverse, for example, benefited from the time zone (see Figure 10.6).

Hashtags are used to thread or tag communication around specific events, topics, issues, locales
and so on. They also may organize a subculture or a political persuasion. Mention markers
(@username) allow users to directly address or refer to another user. Retweet markers in early
tweet collections (RT @username) or identical (and quoted) retweets in tweet collections since
2015 indicate that a message from another user is forwarded, presumably because it has ‘pass-
along value’. URLs, shortened with t.co or other services, point to sources. All these elements
can be employed for ‘remote event analysis’, that is, to understand events on the ground, and
their interplay with social media — including the effects of the platform (the practices it supports),
its users and of course the content, however succinct. They also may be used to study issue (or
subcultural) spaces with critical analytics, inquiring into dominant voice, concern, alignment and
commitment. Consider a comparative approach, #blacklivesmatter (and related hashtags)
together with #alllivesmatter, as these may be considered antagonistic hashtag publics, with a
respective programme and anti-programme (as discussed in the query design chapter).

Issue space analysis with X/Twitter


http://www.youtube.com/watch?v=_h2B2CA-btY

The research considerations below follow from the kinds of X/Twitter studies discussed above:
(1) social issues and trends, (2) news and events, (3) politicians’ (and other individuals’ or
organizations’) historical tweets and (4) social movements (networks as movements).

Social issues and trends

Data collection: Make a tweet collection of an issue space or use an existing one

Historical and contemporary data sets of tweets may be created on 4CAT, which sat atop the
Twitter academic API; other software also can be used such as Zeeschuimer, the browser
extension. To create a data set, query one or more hashtags. (When querying hashtags, the
results also may contain those including the keyword of the hashtag.) One manner to demarcate
an issue space is to perform a two-step query design.

1. First spend time with the issue by reading tweets in that space. One may search X/Twitter
and/or Google for hashtags concerning the issue(s) in question. Note the hashtags and
keywords used. Alternatively, compile a list of hashtags using the associative query snowball
technique, discussed earlier.

2. In 4CAT or another tweet capture software application, query the list of hashtags and/or
keywords, and build a tweet collection over the period of a few days (or, if time allows, a
week or two).

3. Perform hashtag and/or co-hashtag analysis, and list most frequently occurring or co-
occurring hashtags by frequency.

4. Add newly discovered hashtags to original list and launch the query anew in 4CAT or
another tweet capture software application.

5. The results of the second query constitute the tweet collection. Unless useful, one may
dispose of the results of the original query.

For existing data sets (e.g., on an instance of 4CAT or DMI-TCAT), query inside them by date
range, hashtags, keywords and/or @usernames.

Issue space analysis: Critical analytics procedures

1. Concern — hashtag analysis — social issues as embedded in hashtags. Make a list of
hashtags as well as co-hashtags ranked by frequency, in order to show hierarchies of
concern.

2. Dominant voice — @mention analysis — who speaks and whose speech is referenced? For
who speaks, one may count the @usernames tweeting most often in the issue space,
introducing a metric concerning ‘vocalism’, or the exercise of voice. Dominant voice
concerns which @usernames are mentioned the most. Interpreted differently, it also allows
the identification of expertise. Make a list of @usernames mentioned, ranked by frequency.
Note whether the dominant voices propagate the top concerns, thereby dominating the
agenda.

3. Commitment — over-time analysis of persistence (repeated co-occurrence) of hashtags,
users, or hashtags and users. Note which hashtags (and which co-hashtags) persist over
time. Note whether there are certain users that persevere along with them. In DMI-TCAT, the
‘associational profiler’ performs a form of commitment analysis (Marres, 2015).

4. Positioning — competing keyword and hashtag deployment. #blacklivesmatter and
#alllivesmatter (or #bluelivesmatter) may be considered programmes and anti-programmes
in the overall issue space of (police) violence in America and elsewhere. Identify the hashtag
competition, and consider scoping, substantive and media tactics analyses. Scoping refers
to size and composition, substantive analysis to related hashtags as well as URL
references, and media tactics to the tactical use of the space, such as by twinning issues,
reverse hashtag use and hashtag hijacking. Consider how one group frames another,
thereby creating an outgroup.

5. Alignment — co-occurrence of users and hashtags. What other company does a hashtag
keep? Which other hashtags does a user employ? Here one may analyse alliances and
unlikely bedfellows.

Remote event analysis and news



Data collection: Make a tweet collection of an event space.

1. Collect tweets as the event unfolds. As you learn about the event (spanning time with it),
consider making multiple queries, and concatenating (or merging) tweet collections of the
event.

2. An event space is often demarcated by sets of hashtags and keywords and competing
hashtags (and their publics) may emerge. Consider making a collection that encompasses
the competition to allow for an analysis of the different accounts of the ‘same’ event.

Which publics do competing hashtags organize, do they ‘dialogue’, and how ‘fleeting’ or part of a
larger history of action are they? Here one could engage with the literature on hashtag publics
(Rambukkana, 2015; Bruns et al., 2016).

Event space: Remote event analysis

1. Story-telling — retweet analysis — most retweeted tweets per day tells story of an event as it
unfolds.

2. Source-mentioning — URL analysis — shows content that is most referenced. Note the
‘missing references’, or what one may expect to be present but is absent. How mainstream
or fringe is the collection of sources? Compare the sources referenced by two camps, or
programmes and anti-programmes, showing commonalities and differences (see Figure
10.7).

3. Competing accounts of events. With the help of a timeline, compare the account of the event
given by the hashtag to an account provided by dominant media sources. Demarcate
dominant media sources by date range and characterization of type of news (e.g., top
guality newspapers or top tabloids).

Politician broadcasting: Issue and ‘target’ analysis

Data collection: Capture one or more politicians’ tweets.

One may capture public figures’ tweets or those of an organization or institution. Optionally, one
may capture all leading politicians’ tweets prior to an upcoming election, perhaps together with
the political parties’ tweets. Consider capturing tweets from verified accounts. Note that X/Twitter
has a limit to the amount of tweets that may be captured in total per account (going back in time).

Politicians and other public figures as well as organizations often envisage the audience they are
tweeting to (supporters and/or fan bases) rather than engaging in (direct) conversation and
dialogue with other X/Twitter users. Whom do they target, and about which issues? Which
sources do they reference (see also Figure 10.7)?
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Figure 10.7 Shared and uniquely referenced sources by Hillary and Trump
supporters, respectively, on Twitter, 2016.

Source: Bouma et al., 2017.

Here one may wish to explore a claim and fill it in substantively. For example, it has been
claimed that Geert Wilders, the Dutch politician, is a leading figure in the ‘new right’. How to
characterize the ‘new right's’ issues? Are they primarily Islamophobic (or counter-jihadist), anti-
establishment or another orientation? Here one would categorize (a subset of) Wilders’ tweets.

Network as movement (audience segmentation)

On X/Twitter (and on other platforms) social movements are active such as Black Lives Matter
and the alt-right. In order to chart the movement’s concerns and tactics, one could first make a
list of its leading figures, by reading contemporary news accounts, magazine and Wikipedia
articles as well as otherwise spending time in the movement space online. Having made a list of
the names of the leading figures (and looking up their X/Twitter accounts), one may query their
@mentions. Who mentions these hames? One charts the inner and outer rings of the movement
(as network) by determining which users mention them all, mention all but one, mention all but
two and so forth. Mentions of leading figures become links, and one can make a network
diagram of the movement in ring form, from inner to outer. Such a technique is also sometimes
called audience segmentation. Analytical pathways include those discussed above, from critical
analytics to issue as well as target analysis.

Tools


https://4cat.nl/

Zeeschuimer browser extension. Available via https://4cat.nl.

ACAT: Capture and Analysis Toolkit. Available at https://4cat.digitalmethods.net. Self-
installation available via https://github.com/digitalmethodsinitiative. See also https://4cat.nl.

DMI Twitter Capture and Analysis Toolset (DMI-TCAT). Available at
https://github.com/digitalmethodsinitiative. The DMI-TCAT tool should be installed on a
server.

Gephi. Available at https://gephi.org.

Video tutorials

‘Social Media Research with Digital Methods’ (57°06"), www.youtube.com/watch?
v=PtSNZfYKRnk

‘4CAT: Capture and Analytis Toolkit’ (1h 21'47"), www.youtube.com/watch?
v=VRMWuJYOKHQ

‘DMI-TCAT: Overview of Analytical Modules’ (25'39’), www.youtube.com/watch?
v=ex97eoorUeo

‘Gephi Tutorial for Working with Twitter Mention Networks’ (50°10’),
www.youtube.com/watch?v=snPR8CwPId0

‘Combine and Analyse Co-Hashtag Networks (Instagram, Twitter, etc.) with Gephi’ (17'39’),
www.youtube.com/watch?v=nggWjgZudeE

Descriptions of Images and Figures
Back to Figure

The figure consists of blue circular nodes on the top, purple circular nodes at the middle and red circular
nodes at the bottom labelled with various websites. On the top left is the term ‘Hillary fringe’, at the
bottom left is the term ‘Trump fringe’, on the top right is the term ‘Hillary conventional’ and at the bottom
left is the term ‘Trump conventional’.
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ELEVEN VISUAL MEDIA ANALYSIS FOR
INSTAGRAM AND OTHER ONLINE
PLATFORMS: METAPICTURING

Digital methods for arranging groups of images for
critical reflection

ANALYSING ‘VISUAL MEDIA ONLINFE’

Instagram is currently the social media platform most associated with
online images (and their analysis), but images from other platforms
also can be collected and grouped, arrayed by similarity, stacked,
matched, stained, labelled, depicted as network, placed side by side
and otherwise analytically displayed. In the following, the initial focus
Is on Instagram, together with certain schools of thought such as
Instagramism and Instagrammatics for its aesthetic and visual
cultural study. Building on those two approaches, it subsequently
focuses on other web and social media platforms, such as Google
Image Search, X/Twitter, Facebook and 4chan. It provides
demonstrations of how querying techniques create online image
collections, and how these sets are analytically grouped through
arrangements collectively referred to as metapictures.

As indicated by the title, the analysis is of ‘visual media online’, a
term that could be more specific such as ‘visual social media’
(Leaver et al., 2020), ‘digital visual media’ (Dean, 2019), ‘digital
visual artefacts’ (Leszczynski, 2018) or even ‘digital images, digitally
analysed’ (Rose, 2016). An even more straightforward designation
could be ‘social media images’ (Pearce et al., 2020). Each narrows
the purview in a distinctive manner. The first concerns social media
platforms driven by images (as Instagram, Tumblr, 4chan and
perhaps even Flickr), the second emphasizes image formats as
memes, the third the inclusion of visual objects as emojis and gifs
and the fourth digital images, which covers the digitized together with



the internet-native. Social media images, the last category, would
widen the platforms under study beyond ‘visual social media’ to any
with images. In the following, the online visual media discussed
includes all the above categories or emphases and is restricted to
images online, rather than video, though YouTube’s thumbnails are
addressed.

But the point of departure is not just the objects of study and their
key terminological specificities. It is also the outputs of their study,
l.e., their analytical and interpretive arrangement. Akin to the manner
in which digital research methods often fuse the tool and the method,
in what has been referred to as ‘programmed method’ (Borra and
Rieder, 2014), here analysis and arrangement are melded, the
outcome of which could be referred to as a metapicture, in Mitchell’s
terminology. The collections of images are framed in a manner of
display that enables critical reflection on them (Grgnstad and
Vagnes, 2006; Mitchell, 1994).

This metapicturing, then, seeks to nestle itself between qualitative
visual analysis and interpretation (from, say, art history) (Fernie,
1995) and quantitative knowledge visualization where one deftly
chooses the visualization type to fit the data set (Borner and Polley,
2014). That is, rather than an emphasis on individual images, the
metapicturing applies the analytical reading to images as groups or
sets (Colombo, 2018). It also retains the images in the metapicture
rather than rendering them as data points and visualizing them as
abstractions.

What follows are approaches and techniques for deriving and
arranging groups of images as metapictures that reflect upon them.
The grouping arrangements (with built-in critical reflection) are
further specified as image reuse, image trends, image vernaculars,
dominant image, image presence, image quality, image staining (or
tarnishing), image circulation, image engagement, image
associations, image removal and feed competition. Each is taken in
turn, together with how they meet the needs of critical questions
concerning online reputation, style spaces, societal discourse,
cultural conflict, versions of events, content moderation, polarlzation
and alignment as well as others.

Finally, by way of conclusion, there is also an emphasis on making
the metapicture active in the research undertaking. By making it
active, | mean the consideration of software outputs and visual



arrangements as starting points rather than culminations of
investigations (though one may arrive at a metapicture strategy
anytime throughout a project). Envisaging the output or metapicture
with the built-in critical reflection thereby becomes a part of project
formulation. But it also takes it a step further by inviting the
formulation of questions that include the reflective arrangement of
image groups, a theme to which | return in the conclusion.

STUDYING INSTAGRAM

Instagram launched in 2010 with the retro Polaroid icon, square
picture format and well-named filters such as Lark (good for nature
shots). As an object of study, it has evolved over the years, with its
association with selfies (Rettberg, 2014), a staging aesthetic
(Manovich, 2016) as well as a new kind of traveller outside of the
tourist and traveller, the digital nomad (Bozzi, 2020). It is also
connected with micro-celebrities and lifestyle influencers (Senft,
2013), who engage in ‘visibility labour’ (Abidin, 2016) through
regularly posting, at once potentially earning themselves revenue as
well as engaging in what one scholar has called the ‘war of eyeballs’
(Abidin, 2014).

These internet celebrities (large and small) build followings, or fan
bases (Marwick and Boyd, 2011b) through active engagement on
the platform by following others and liking and commenting on their
posts. Some of this ‘relational labour’ (Baym, 2015) may be
automated; among the tools deployed by heavy users to build
relationships in the form of followings are software apps that
automatically like posts of others who follow them, in a form of
interactivity once referred to as ‘interpassivity’, where the machine
acts on your behalf (Zizek, 1998). It also outsources a type of
‘affective labour’ (Hardt and Negri, 2000), the pleasant-seeming,
outward display of a job one would rather not do.

The authenticity of the follower and like counts is an issue for
especially Instagram (and to a lesser extent other platforms), given
how follower factories (a term in the same family as click farm) offer
‘fame for sale’ (Crescia et al., 2016), where one can purchase
followers, likes as well as comments (Lindquist, 2018). These can be
of varying quality (and duration), given how some are detected by
the platform itself and purged, resulting in infamous cases of sudden,



telling drops in the follower counts of celebrities, athletes and
politicians but also so-called pseudo-influencers (Confessore et al.,
2018; Castro, 2021) (Eigure 11.1). In keeping with the question of
whether (and when) one can trust social media data and
engagement analysis (Paquet-Clouston et al., 2017), such findings
have been discussed in terms of ‘manipulated reputation’ (Aggarwal,
2016) and the ‘engineered self’ (Van Den Hoogen, 2019).

w.The figure shows a photograph of the*Quick fix: Machine
selling likes and followers’, interactive installation by Dries
Depoorter.

Figure 11.1 ‘Quick fix: Machine selling likes and
followers’, interactive installation by Dries Depoorter.

Source: Depoorter, 2019.

The detection of ‘fake followers’ is itself an academic (and marketing
industry) undertaking, with online tools employing ‘signals’ (e.g., lack
of profile picture; multiple followers with same creation date) and
ratios (low like-to-follower ratio) to aid in the hunt (HypeAuditor,
2021), along with more elaborate techniques in the computational
literature (Sen et al., 2018) (see Figure 11.2). It is often said that
there is a percentage of inauthentic accounts that one has in one’s
follower count anyhow, especially influencers, who are ‘bombarded
with fake followers’ (Purba et al., 2020: 2763) and also are used (as
well as recommended) as seed accounts for new users building a
nascent profile.

w.The figure shows a diagrammatic representation for the
Comparison of percentages of fake followers on Instagram
accounts held by political figures, media organizations and
others.

Figure 11.2 Comparison of percentages of fake followers
on Instagram accounts held by political figures, media



organizations and others, according to percentages of
‘mass’ and ‘suspicious’ followers, 20109.

Source: Colombo and De Gaetano, 2020.

Most recently, in the study of the platform, Instagram, like other
social media, has been found to have a misinformation problem, first
in its artful usage by Russian disinformation operatives and their
unknowing co-conspirators during and especially after the 2016 US
presidential election campaigning (Howard et al., 2019), and also by
purveyors of dubious content about Covid-19, vaccines and other
contemporary topics (Cinelli et al., 2020; Colombo and De Gaetano,
2020; Massey et al., 2020). Whilst more attention in this regard has
been paid to Facebook and X/Twitter, Instagram also has renewed
promises of vigilance in their content review and moderation, an
issue that came before them some years earlier with images
associated with pro-eating disorder as well as other content removal
controversies (Chancellor et al., 2016; Gerrard, 2020). Faced with
content moderation, adherents in these communities would
circumvent platform curbing through complex lexical and other
manoeuvring (e.g., a hashtag switch from #thighgap to #thyghgapp).
Other work has focused on users whose accounts were
unexpectedly or illegitimately suspended. They have described
inflexible account policies and clunky review pathways (Myers West,
2018). If cut off by the platform, account reinstatement has proven
arduous.

INSTAGRAMISM AND STYLE SPACES

As it is an image-driven platform, Instagram (but also 4chan, which is
treated briefly below), is often associated with image analysis,
particularly selfies; however, many scholars remind us that those
pictures comprise a relatively miniscule percentage of the images
uploaded to the platform (Caliandro and Graham, 2020). It is said to
have its own aesthetic, or evolving aesthetics (Leaver et al., 2020),
and as such can be approached as a ‘style space’ (Manovich,
2011a).

With the notion of Instagramism, Lev Manovich (2016) seeks to
capture the movement to create and record beautiful forms and



appearances in a way that enables building (and maintaining) a
following, evidenced by overall follower count and likes per post. He
describes Instagram styling as design photography. It could be
similar in composition to that in Kinfolk, the international ‘slow
lifestyle’ magazine (Manovich, 2017) (see FEigure 11.3). Many
Instagram users are said to expect staging. Indeed, the practice of
sharing a photo after meticulously setting the scene contrasts with
the pointing, shooting and sharing performed on other platforms,
including messaging apps, where the aim is the maintenance of
‘ambient intimacy’ (Burgess and Baym, 2020).

w.The figure shows a photograph of 20 images from
Instagramism. Design photography by Instagram users.

Figure 11.3 Instagramism. Design photography by
Instagram users.

Source: Manovich, 2017.

Both selfie culture as well as Instagramism also could be said to be
another instance of the internet hitting the streets, in at least two
senses. The one concerns ‘place-making’ (Pink, 2008), that is, how
shops, restaurants, museums and other locales are Insta-styled.
They may create a space where Instagram-type photos can be
taken, but they also may create a mise en scéne that could be
termed Insta- photogenic (Budge, 2020a). Platform-place-making is a
form of ‘gathering power’ (Casey, 1996) that privileges streets,
buildings, bridges and squares by becoming Insta-destinations at
once heavily hashtagged and geotagged (Boy and Uitermark, 2017).
A second sense is what is sometimes termed participatory or ‘social
photography’ (Budge, 2020b). Instagram-ready picture booths or
styled settings are constructed for events, in order for platform users
to have their pictures taken, eager to be remembered as a part of it
(in front of the backdrop and associated with a hashtag). They also
can snap their own selfies, individual or group ones, and
subsequently post them with event hashtags, and other individuals
tagged, to not just belong but also to be viewed and ‘liked’, thereby
building platform capital.



IMAGE SIMILARITY: REUNITING REUSED
IMAGES

Studying style spaces could be performed by image grouping by
similarity, or by using software that compares and groups similar
images. As in other projects that employ it, such as network
analyses, the grouping is a step in a more elaborate analytical
procedure, rather than the endpoint. For example, ImagePlot
(Software Studies Initiative, 2011) and ImageSorter (Visual
Computing, 2018) group images according to their formal properties.
Ingesting a collection (or folder) of images, the software orders them
most often by similarity, particularly hue or saturation (see Eigure
11.4). One use of such image grouping is to study the reuse of the
same or similar images. The analysis rests on how the software
bunches together similarity and sameness rather than sameness
only. In other words, the cluster will amass both high-res as well as
‘poor images’ (Steyerl, 2009) of the same as well as visually similar
ones. The poor image is one that is of lower quality than the original
or the copy, because it is the product of copy and paste, reworking
for meme production, downsizing for a thumbnail or a preview, or
otherwise processed downward, so to speak.

».The figure shows a diagrammatic representation for the
Image grouping. Originals, copies, original copies and poor
images grouped together

Figure 11.4 Image grouping. Originals, copies, original
copies and poor images grouped together.

Source: Geboers et al., 2020.

Another image type of interest in this regard is the ‘original copy’, a
term for digital imagery that blurs the distinction between the original
and the copy (Fehrmann et al., 2010). It is described as secondary
images, or off-shoots, that attain the status of the original. These,
too, would be grouped together because their properties compare
well with the original and any copies, however poor. Thus, software
could be said to reunite the original with its reuses, such as the copy,
the original copy as well as the poor images.



IMAGE TRENDS AND VERNACULARS

The software output of arrayed images may be the starting point of
an analysis into what the image groups communicate per subject
matter or issue, or how the medium may shape the form the
message assumes. As a case in point, the images associated with
#climatechange on Instagram or X/Twitter, for instance, can provide
a sense of how the framing of the issue is evolving (in a form of
social or environmental communication research) (see also Figure
11.5). With the entrance of youthful activists and influencers such as
Greta Thunberg and Extinction Rebellion, are we seeing more
urgency expressed in the imagery (burning planet)?

We also may examine how platforms depict an issue in a particular
manner (Niederer, 2018; Pearce et al., 2019b). Overall, when sorted
by popular posts tagged with #climatechange, Instagram may
portray more individual ‘small actions’ (‘teens plant trees’), whereas
X/Twitter may have more of the charts and figures of science, or the
memes of politicians (French Premier Macron’s ‘Make our planet
great again’). Depending on the platform used to access the issue,
the question of who acts, and how it is visually displayed, is
answered differently.

Studying how platforms, or communities within them, have a
particular style of presentation and cultures ‘native’ to them is also
known as platform vernacular research (Burgess, 2006; Gibbs et al.,
2015). In a particular issue space such as climate change, the one
will prefer a certain format (the landscape), whereas the other
routinely deploys another (the chart). To visualize such image
languages or vernaculars, there is the image stack technique, which
falls under the larger category of composite images (Colombo,
2018). In this visualization practice, the order of the images is
retained, and each image’s opacity is lowered equally (e.g., with ten
images, each is dimmed by 10%). The retention of the order of the
layers grants more visibility to the higher ranked images (see Figure
11.6). Ranking here also can be by engagement score.

w.The figure shows many images for the ‘Climate change’
guery results from Google Image Search, over time, 2008—
20109.



Figure 11.5 ‘Climate change’ query results from Google
Image Search, over time, 2008—-20109.

Source: Pearce et al., 2019a.

w.The figure shows six images in a row for climate changes
from different platforms, from the left: Facebook, Google,
Instagram, Twitter, Tumblr, Reddit.

Figure 11.6 Image composites comparing top ten most
engaged-with climate change images across platforms,
and technique.

Source: Colombo, 2018 and Pearce et al., 2019b.

Platform vernacular research, it should be pointed out, ought not
ignore the absence of a typical user of a social media platform
(Gerlitz and Rieder, 2013), let alone one with over one billion
registered users such as Instagram. There are myriad uses of
platform, be they documenting everyday life, styling like an
influencer, campaigning or posting pictures of kittens (Caliandro and
Graham, 2020); diversity of use lies within countries and cultures
(Leaver et al., 2020). But, as discussed below, when one queries
Instagram, demarcates a substantive space and compares it to the
same space on another platform, meaningful distinctions for media
and social research may emerge. For example, one platform may
perform content moderation particularly well or poorly, in one
language space versus another, when the topic explored is the
relationship between 5G and Covid-19, a subject of popular
conspiracy theory (EU DisinfoLab, 2020). One may have more
divisive content, others healthier dialogue (Niederer and Colombo,
2023).

THE DOMINANT IMAGE

Whether for social or media research, there are basic approaches to
studying sets of images with software. When one orders images by



formal property and outputs an array of them in the form of an image
wall or cluster map (for example), initially one will note one or more
dominant images (see Eigure 11.7). The dominant image may be
studied in terms of a format (such as meme) or as a message
(slogan or counter-slogan). It should be noted that the technique also
shows the opposite of the dominant. It yields marginal and orphan
Images. One may also place arrayed image collections from
competing hashtags side by side — #blacklivesmatter and
#bluelivesmatter or #protectthevote and #stealthevote — so as to
enable comparative dominant and marginal image analysis.

There is an additional application, exemplified in work performed on
the use of the climate-related hashtag, #parisagreement, before and
after US President Trump’s announcement in June 2017 that the US
would withdraw from it (see Eigure 11.7). Here, the software allows
one to compare the quantities of images, and thus activity, one
month before and after in a form of ‘direct visualization’ of all the
images (compared to translating the images to data points and
visualizing as a data representation, as in Figure 11.2) (Manovich,
2011b; Niederer and Colombo, 2019). It allows for both a distant
reading (Moretti, 2013) in the quantity comparison as well as a close
reading as one can zoom in and take note of the dominance of
‘Make Our Planet Great Again’, the placard-like image (and cut-out
hashtag) that launched the campaign by French President
Emmanuel Macron on 1 June 2017, in reaction to the Trump
announcement. With the US abdication, it calls on France (and
Europe) to lead the way. Here, close reading refers both to the
method as well as the account one can make from it (Schur, 1998).

But the software also can order the images chronologically. If, in a
cultural analytics approach (Manovich, 2020), one studies the
digitized covers of a magazine over time, or the works of an artist,
one can pinpoint instances of change in order to enable a fledgling
periodization (Manovich, 2016). A large collection of Instagram
images, chronologically visualized, could point to larger style trends,
such as the rise (and potentially fall) of a particular aesthetic
associated with the platform. Is Kinfolk waning in favour of cottage
core, the internet aesthetic associated with an idealized rural life? Or
are particular formats becoming dominant (e.g., sudden
memeification of an issue space)? In both examples of image
analysis with software — grouping by formal property and ordering by
date — the metapicture is the prompt for interpretation. The
interpretative work is often practically undertaken through forms of



annotation: labelling the clusters and the transition points and
periods, respectively.

w.The figure shows two images for the Dominant image
analysis with ImageSorter. On the left, small image for one
month before with 1,203 images and on the right a big image
with 14, 395 images for one month after 1/6/17 — 20:36.

Figure 11.7 Dominant image analysis with ImageSorter.
French President Macron’s meme, ‘Make our planet
great again’ as dominant image on Instagram, both one
month before and one month after US President’s Trump
announcement that the US would withdraw from the
Paris climate agreement.

Source: Niederer and Colombo, 2019.

INSTAGRAMMATICS: QUERYING FOR
IMAGE SETS

Whereas Instagramism could be construed as media style and trend
research, Instagrammatics is closer to internet as well as social
research (Highfield and Leaver, 2016). It utilizes queries of the
Instagram API (when it was accessible), Instagram scrapers,
CrowdTangle or other social listening software, making collections of
posts for further interpretive study. Queries can be made of
hashtags, user accounts and geo-coordinates, including
combinations thereof. Hashtag-based queries include influential
single hashtags (#blacklivesmatter, #metoo, #stealthevote), sets of
related hashtags or competing hashtags (either single or sets of
related ones such as #lovewins and #jesuswins — see Figure 11.8).
One may create co-hashtag maps and label the clusters, showing
the subcultures or discourses in a particular movement or issue
space, such as ‘settler superiority’ in Canada’s indigenous territories
(Karsgaard and MacDonald, 2020). Here, Instagram becomes a



platform to study the size of publics and counter-publics, together
with their discursive imagery and hashtags.

The queries also can be user accounts, e.g., influencers. When
gueried together with hashtags, the research could concern the
extent to which influencers use responsibly their symbolic power and
voice, both generally and in a particular hashtag space (Niederer
and Colombo, 2023). The queries could be geo-coordinates. The
sourcing of a set of geotagged posts, together with a date range,
may result in a collection of images of an event, such as the
storming of the US Capitol building. Geotagged posts from
Washington, DC on 6 January 2021 (the day of the storming) would
be a collection of significant historical interest. Making such a
collection close to the event, and subsequently making another one
with the same query design sometime later, would enable the study
of content moderation, the cleaning up of the platform and of
evidence. Combining geo-coordinates with hashtags, such as in the
well-known #selfiecity project, opens further avenues of analysis, for
it allows one to geo-locate particular moods and sentiments
(Tifentale and Manovich, 2015). Where is #stealthevote most
prominently located? Is it just as urban as rural?

w.The figure shows two images for the Geo-locating posts
tagged #lovewins or #celebratepride (program) and
#loveloses or #jesuswins (antiprogram).

Figure 11.8 Geo-locating posts tagged #lovewins or
#celebratepride (program) and #loveloses or #jesuswins
(anti-program) after the US Supreme Court ruling on
same-sex marriage, 2015.

Source: Rogers, 2018a.

METAPICTURES AS VISUAL MEDIA
ANALYSIS



| would like to turn to a set of metapictures that, like
Instagrammatics, result from visual media analysis with digital
research methods but make image sets from other platforms,
including Wikipedia, Google Image and Web Search, X/Twitter,
Facebook as well as YouTube. One is a technique that creates an
image grid that compares the presence or absence of images in
articles about the same subject matter but written up in different
languages on Wikipedia. How to interpret ‘missing’ images? Another
examines the top images for a Google Image Search of the Gezi
Park (Istanbul) protests, extracting the embedded metadata in the
pictures taken, in order to determine the price of the cameras that
took them and the presence of citizen journalists in the so-called
‘Pop-up news ecology’. A third employs a ‘staining’ technique that
shades (and, in a sense, tarnishes) search engine results that are
construed as preferred placement or misinformation. The others
concern the posts (with images) that most animate a movement or
group on Facebook, the emoijis that are used in tandem with
particular war images, the videos (expressed as thumbnail images)
referenced by 4chan users that have been removed by YouTube and
the contrasting feeds of US-based conservative and progressive
Facebook users.

IMAGE PRESENCE

In the study of cultural (and national) points of view on Wikipedia,
Emina Sendijarevic and | deployed cross-cultural (or cross-lingual)
image analysis to compare the ‘same’ articles in different Wikipedia
language versions (2012). Certain images are dear to one article to
make a cultural case, whilst conspicuously absent in another (see
Figure 11.9). The absence may explain or provide context to
emphasis, such as the image of a gravestone of a 13-year-old boy,
prominent in the Bosnian article on the ‘Srebrenica genocide’, and
for years absent in the Serbian one entitled ‘Srebrenica massacre’.
(At the time of writing it is a part of a ‘picture gallery’ on the bottom of
the Serbian article, rather than incorporated into the article itself.)
The image analysis, outputting a grid, or rows of images from each
article next to one another, shows either their order (and thus
prominence) or their matches (and thus distinctiveness). It can
include the templates, too, such as if an article has an issue with its
‘neutral point of view’ (in this case the Serbian) or has attained the
status of ‘featured article’ (as has the Bosnian).



The cross-cultural image analysis may be paired with other analytical
techniques such as comparing references from two or more articles
or placing side by side (translated or original-language) tables of
contents, where one notes for example that the Bosnian article on
the Srebrenica genocide closes with a section on revisionism and
the Serbian-language Srebrenica massacre piece with the
controversy of calling the events a genocide. The cultural specificity
of the differing accounts of the events continues decades later,
seemingly hardening in stance rather than dovetailing. Stance
solidification over time may also be depicted by highlighting the lack
of change. For example, one accentuates (through shading) telling
section headers or sentences that have long endured.

IMAGE QUALITY AND CAMERA GRADE
RECOGNITION

In data journalism research, a technique in the open source
intelligence tradition may be utilized for a form of ‘source criticism’,
where one is interested in the origins of the source, in our case
whether a picture was taken by a professional grade camera (and
thereby presumably by a professional photojournalist). With EXIF
data one can discern the camera type, date the pictures and
examine the extent to which it has been edited or ‘touched up’. One
can look up the prices of the cameras, too.

Content Warning

Content Warning: Please note that this example contains
content relating to genocide which you may find distressing.

».The figure shows two images, the top is for Image grid
analysis comparing images in the ‘same’ Wikipedia article on
the Srebrenica massacre/genocide. And below, Image insert
is of the grave of a 13-year-old boy.



Figure 11.9 Image grid analysis comparing images in the
‘same’ Wikipedia article on the Srebrenica
massacre/genocide across different language
Wikipedias. Image insert is of the grave of a 13-year-old
boy, present in the Bosnian and not present in the
Serbian article.

Source: Rogers and Sendijarevic, 2012 and Rogers, 2013b.

This form of visual media analysis may be applied in the examination
of the apparent significance of citizen journalism and the ‘pop-up
news ecology’ (Wall and el Zahed, 2015) at Gezi Park in Istanbul as
demonstrators gathered in 2013 to protest the planned construction
of a shopping mall in the urban green space (Ozduzen and McGarry,
2020). The environmental concerns evolved into multi-issue, political
demonstrations, met with water cannons and other security
apparatus, where many images were taken by the protesters
themselves and subsequently circulated. It often has been argued
that amateur or citizen documentation of events is significant for how
they are reported on and ultimately remembered (Robinson, 2009).
They may challenge dominant and official accounts (Robinson and
DeShano, 2011); they may supply alternative (evidentiary) material
(Bruns and Highfield, 2012).

In an analysis of Google Image results for the query ‘Gezi Park’, we
found that particularly iconic images (particularly the ‘lady in the red
dress’ pepper sprayed by a policeman) remained at the top for well
over a month (see Eigure 11.10). Thus, searching Google Images for
events would not be a way to follow the goings-on, as they rather
cement depictions rather than track them, at least at the time.

In the event, the iconic photograph of a lady in a red dress was taken
by a professional photojournalist. Other top-ranked images were also
shot by photojournalists or stringers.

Particularly poignant findings can be made on the basis of the
metadata available in the images made iconic by Google in the
sense of granting them their presence at the top of the results over
time. Examining the data embedded in the top images, or EXIF data,
we found that the photos with the most staying power were taken by
professional grade cameras and edited by costly software, rather



than from smartphones or cheap consumer devices without filters
(De Amicis et al., 2013; Allan, 2015). We thereby relied on both
‘mechanically captured metadata’ (e.g., camera make, exposure)
and that derived from user activity (software editing) (Rubinstein and
Sluis, 2008; Hochman, 2014). Looking up the brands and models,
we graphed the price tags of the cameras that took the top images,
showing the continued significance of professional journalists and
their documentation of the events rather than (mainly) upstart citizen
journalists, at least in the event documentation returned by Google
Image Search.

IMAGE STAINING (OR TARNISHING)

w.The figure shows top images in Google Image Search for
‘Gezi Park’ 26 May — 3 July 2013.

Figure 11.10 Top images in Google Image Search for
‘Gezi Park’, 26 May — 3 July 2013.

Source: De Amicis et al., 2013.

A third example of visual media analysis is in the realm of search
engine returns critique, otherwise known as algorithmic auditing
(Sandvig et al., 2016). How to make an account to describe and
expose the trouble with the top returns for an engine query? In the
legal, commercial realm, accounts are often made of how search
engines return their own properties (or those that bought space) at
the top of the results, once known and scandalized as preferred or
paid placement (Vaidhyanathan, 2011). Google notoriously returned
its own e-commerce site over those of its competitors, landing itself
in antitrust lawsuits (Scott, 2017; Romm, 2020). It is also accused of
populating search engine returns with its own services, YouTube
videos as well as information (or knowledge graph) panel, prior to
serving other ‘organic’ results, as they are known in industry
parlance. For example, search for any place and one is returned
‘Google places’. In the event, in 2019 Google reached a milestone in
that more 50% of Google searches resulted in zero organic clicks
(Fishkin, 2019).



As mentioned in the Google critique chapter, autocomplete (when
the engine suggests a query) has been criticized for its ill-mannered
suggestions (Baker and Potts, 2013). Autosuggested completions for
Jews, for example, prompted the engine company to intervene,
removing offensive outputs (Cadwalladr, 2016). Google ads have
been found to be racist, raising the question of how algorithms work,
and whether (and how) their training material should be reconsidered
(Sweeney, 2013). Google images have been found to have issues of
representation when comparing the outputs of professional versus
unprofessional hairstyles for work as well as pregnancy versus
unwanted pregnancy (Noble, 2018; Bogers et al., 2020). In both
cases, the research strategy of employing ‘counter-queries’ (e.g.,
‘professional’/’'unprofessional’) serves to root out what is considered
the ideal.

There are metapictures of preferred placement or rankings of one
type of result compared to others that make use of annotating or
‘staining’ certain results and leaving others alone (see Figure 11.11).
In one example, a journalistic piece emulates scrolling through
engine results and by shading Google properties demonstrates that
the first 35% (quite a long scroll) are Google’s own (Jeffries and Yin,
2020). (The article is entitled: ‘Google’s top search result? Surprise!
It's Google’.) The scrutiny of engine results by classifying them one
way or another (through the lens of discrimination, misinformation,
political leaning and other manners) can be visualized by colouring
cells in a spreadsheet, as in misinformation is reddened, whilst other
information is left blank (Torres and Rogers, 2020). One notes both
the placement and amount at a glance. The ranking of a website for
the same query over time may be graphed, for example in the Issue
Dramaturg project that portrayed the ‘drama’ of search engine space
as a website, routinely returned at the top of the results, one day
vanishing from the first 1000 returns, likely because of an algorithmic
‘update’ (Rogers, 2013b). Changes over time to rankings are also
visualized with RankFlow, where one compares how a number of
websites or videos in YouTube, for example, wax and wane in the
search engine returns (Rieder et al., 2018).

w.The figure shows three column with the images to describe
the Image staining technique. Percentage of an entire page of
Google results that contain Google properties.



Figure 11.11 Image staining technique. Percentage of
an entire page of Google results that contain Google
properties.

Source: Jeffries and Yin, 2020.

IMAGE CIRCULATION

Apart from critiquing their occasional, discriminatory labelling
practices, lack of ethnic diversity and the scraped origins of the
training sets behind them (Crawford and Paglen, 2019; Sinders,
2020), computer vision, a catch-all term for the automated
recognition and classification of images, may be repurposed for
critical social and media research, mainly into image resonance and
circulation (d’Andrea and Mintz, 2019) but also as exploratory work
into the imagery associated with an event or issue (see Eigure
11.12).

w.The figure shows a diagrammatic representation of Cluster
map of #georgefloyd images from Twitter and Google Vision
API labels.

Figure 11.12 Cluster map of #georgefloyd images from
Twitter and Google Vision API labels.

Source: Stepnik et al., 2020.

A project studying the adoption of the lean-in photo collection by
Getty images is one example (Aiello and Parry, 2020). The stock
photo set has been heralded as ground- breaking, for it portrays
women in powerful ways rather than as soft, sexualized and
motherly (Miller, 2014). But how are these empowering stock images
actually put to use in the media? By employing reverse image search
(either via a computer vision API or in an image search engine), the
research may locate instances of image usage, and enquire into
whether they indeed break new ground. The images may be
empowering, but their actual usage was not as intended. It did not



match the evolution of Getty women’s image usage (from 2007 to
2017) as headlined in a New York Times article as ‘from sex object
to gritty woman’ (Miller, 2017). Instead, the researchers found that
their usage rather reinforced pre-lean-in collection themes. For
example, it was found that portrayals of women in scientific or tech
environments were found in stories about the challenges of breaking
into the fields rather than ones simply about that work. Working
women of colour were used mainly in publications with such a target
group, rather than not. The most circulated image from the collection
was of a young, white woman with long hair. Thus, the collection, at
least in its actual usage, did not appear to meet its goals.

Computer vision techniques offer more than reverse image search
for the study of resonance and circulation of particular imagery. They
also label images, both in terms of content as well as format. When
studying social media images, the labelling of image content has
been critiqued for its inability to appreciate the ‘social value of the
picture’, which includes the intention of the uploader, such as ‘social
capital, self-image and memory’ (Bechmann, 2017). Researchers
emphasize how the labelling should be accompanied by data
enhancement, namely an additional data layer, such as hashtags
(Geboers and Van De Wiele, 2020).

One image format type of interest is the meme, which CrowdTangle
detects on Instagram and Facebook, Twitter as well as Reddit. One
may search for memes with a keyword query, e.g., #stealthevote,
one of the more significant hashtags implicated in the mobilization of
those who rampaged the US Capitol. Given that CrowdTangle
enables cross-platform comparison, one notes which platforms have
tidied away posts containing the hashtag and which still has them in
evidence. The effects of content moderation can be analysed per
platform, including its sophistication, whereupon one notes that only
those posts that rally people to the cause are now scarce, rather
than those that report on it. In another such use case, AFP, the
French news wire service, queries CrowdTangle’s meme search for
keywords related to misinformation (CrowdTangle, 2021).
Misinformation may concern the Covid-19 pandemic or national
elections, but also other issues they monitor. Those posts that are
‘over-performing’, a filter one can select, they consider worthy of
further investigation and potentially deserving of fact-checking.

CrowdTangle’s coverage, however, has been questioned, given that
misinformation (that would constitute election interference) may be



circulated in posts not indexed by the system such as by individual
accounts and private groups (Tech Transparency Project, 2020).

IMAGE ENGAGEMENT

Studying engagement on platforms, through CrowdTangle or other
marketing tools such as BuzzSumo, should not be equated with
popularity measures, at least according to Facebook’s head of news
feed, John Hegeman (Newton, 2020). In an exchange on Twitter with
Kevin Roose, the New York Times tech journalist, he made the
distinction between engagement (measured by interactions) and
popularity or reach (impressions), which is a common marketing
distinction. The latter data point, however, is available only internally
at Facebook, indicating the value of the data. The context of the
exchange concerns how far-right conservative sources dominate the
content with the most engagement on Facebook (Roose, 2020). In
fact, the journalist has been making a daily list, posting it from the
Twitter account, @FacebooksTopTen. Facebook’s internal list of
most popular (measured by ‘reach’), contrariwise, were far less
politically charged, thereby downplaying the journalist’s claim and
Facebook’s culpability (see Figure 11.13).

w.The figure shows a photograph of the Facebook pages with
most engagement (interaction counts, on left) and greatest
reach (view counts, on right).

Figure 11.13 Facebook pages with most engagement
(interaction counts, on left) and greatest reach (view
counts, on right). List tweeted by Kevin Roose (New York
Times), with response by John Hegeman (Facebook).

Showing engagement by ranked list is one method of enabling
interpretation (of who's on top and who'’s on the list), and another is
a tree map, where visual media posts are resized according to
engagement score. It is a visual analysis technique whereby one
curates a list of pages or accounts (such as alt-right or less extreme
‘alt-lite’ actors) and subsequently determines which posts have



received the highest engagement scores, resizing them by score. In
the example of research conducted with the UK Home Office, it was
found that anti-Islam (or counter-jihadist) posts particularly animated
the alt-lite, as visualized, though it should be remarked that other,
even more extreme posts may well have been removed (through
content moderation) prior to the analysis (see Figure 11.14) (Alt-
Right Open Intelligence Initiative, 2017).

w.The figure shows most-engaged with Facebook posts of set
of alt-lite pages, arrayed as tree map, 2016.

Figure 11.14 Most-engaged with Facebook posts of set
of alt-lite pages, arrayed as tree map, 2016.

IMAGE-EMOJI ASSOCIATIONS

The comparative study of image formats, more generally, is one
operationalization of platform vernacular analysis. Others would be
how hashtags, reactions or emojis are used together with images.
On Facebook, for example, sad and angry reactions tend to be
chosen together, as was found when analysing posts concerning the
Syrian war (Geboers et al., 2020). In order to make findings such as
these, one analytical technique is the production and interpretation of
a co-occurrence network map, where images and another digital
object or artefact (in this case, reactions) appear on the same map
(see Figure 11.15).

w.The figure shows a diagrammatic representation for the
Image-reaction (emoiji) bipartite graph from posts on
Facebook pages concerning the Syrian war, 2017.

Figure 11.15 Image-reaction (emoji) bipartite graph from
posts on Facebook pages concerning the Syrian watr,
2017.



Source: Scuttari et al., 2017.

Bunches of images together with hashtags, reactions or emojis come
together in a graphing technique that seeks to optimize clustering. It
relies on the ‘networked-ness’ of the images by virtue of being linked
by the same hashtag and/or reaction (Niederer, 2018).

Typically, in Gephi, the network analysis software, a force atlas
algorithm is chosen followed by community detection (Jacomy et al.,
2014); such a combination encourages distinct clusters to appear.
Once so rendered, the second step in the visual media network
analysis is to label the clusters by inspecting their contents. For
reactions and emojis, one would ask, which sentiments cluster with
which images? For hashtag-image networks, the question concerns
both how the images may be interpreted through their linkage to
hashtags, and vice versa.

Apart from deriving and labelling clusters, visual network analysis
has as part of its instrumentarium the study of centrality, brokerage
and distance. Which reactions or emojis are central to a particular
iImage space? How far apart are hashtag-image clusters? Which
ones link or bridge the subspaces? Here, one annotates and tells
stories with network maps.

IMAGE REMOVAL

Scholarly attention to 4chan, the image board associated with
extreme speech and visual content as well as snark, waxed
considerably with the election of Donald Trump as US president in
2016, given the role of /pol/, the ‘politically incorrect’ board, in rallying
Trump support through ‘meme magic’ (Tuters, 2019; Ling et al.,
2021). 4chan is ephemeral, meaning that it must be routinely
scraped or archived for its meaningful study. One can envisage an
image grid timeline that is additive, showing in chronological order
(per board) what is accruing on the platform. Arraying them in such a
manner could show memeification or the hardening (or softening) of
content, as also mentioned above in the discussion of the dominant
image. Grouping through similarity in an image wall could show the
extent to which memes dominate (and which memes).



In an approach where one platform is used to study another,
discussed also in the YouTube chapter, researchers harvested
YouTube URLSs shared on 4chan/pol/and entered these into YouTube
at two intervals in time, fetching the video preview image (and other
data) (OlLab, 2019) (see Figure 11.16). The before-and-after image
walls display the widespread (and seemingly simultaneous) removal
of videos, though with some still available for viewing. Here, one is
able to visualize the scale and timing of content removal, using a
presence/absence technique. The videos that survived the sweep
become of special interest to study where the platform draws the
line, given that they are not quite extreme enough.

w.The figure show two images for the Content removal on
YouTube. Comparison of extreme video availability before and
after ‘purge’ on 6 June 20109.

Figure 11.16 Content removal on YouTube. Comparison
of extreme video availability before and after ‘purge’ on 6
June 2019.

Source: OlLab, 2019.

FEED COMPETITION

The main purpose of putting source sets side by side is to consider
alignment or agreement. Comparing Google Image search outputs in
2005 between ‘apartheid wall’ and ‘security fence’ show two
distinctively different structures that had just been erected between
Israel and the Palestinian Territories, the one concrete and graffitied,
and the other lightweight and high-tech (Rogers, 2013b). There was
next to no agreement between the two sets of visual outputs when
comparing the preferred official Israeli terminology compared to the
Palestinian.

The comparative display of political media feeds has become
prevalent in the past few years, given concern with filter bubbles
(Pariser, 2011a) (see Figure 11.17), or homophilic recommendation
systems (Chun, 2018), especial